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Fig. 1: We exploit social inter-person correlations for 3D pose estimation to help infer unseen, occluded poses and

spatial relations between individuals. Our method takes a sequence of 2D body poses to predict the sequence of 3D
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poses as shown below.
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Leveraging Multi-Person Spatial Relations

4. Results

2. Contributions

1. Novel method for pose lifting a dynamic number of per-

sons in a group interaction across frames to 3D CMU Panoptic Dataset [52]:
2. Efficient intra- and inter-person modeling with pro- 1. MuPPet handles multi-person scenario better than
posed Person Encoding & Permutation Learning single-person method D3DP
3. Improved performance and occlusion handling com- | - - | |
. . Tab. 1: Comparison of MuPPet with single-person lifting method D3DP on the Haggling dataset, in ab-
pared to Slngle—person basehnes solute MPJPE_ , relative MPJPE_, and absolute root MPJPE_  pose estimation in mm. Our MuPPet
achieves better performance than the SOTA single-person pose lifting method D3DP.
Method MPJPE,; | MPIJPE;,s | MPIPE oo |
D3DP [32] 58.2 - -
3 . MethOd D3DPapsotute [32] 59.1 144.4 135.9
MuPPet 55.3 119.5 108.9
1. Architecture: ,
1. Conditioning using 2D pose X multi-person competitors
e Denoise Gaussian noise 3D poOse Sample Y . Tab. 2: Comparing our method with SOTA Multi-Person pose lifting (VirtualPose and POTR-3D) and
1 1 . : 1 : direct estimation methods (MubyNet and SMAP) on the CMU Panoptic dataset. All numbers are the av-
2. Tempor d & Multi-Person Spatla Attentl()n eraged joint error in mm. We only list the relative joint error MPJPE __ since the absolute joint error MP-
 Temporal modeling for consistency and counter occlusion JPE, is not reported by previous pose lifting methods.
o Multi-Person Spatial modeling leverages correlations be- Method Haggling Mafia Ultimatum Mean
t Vi MubyNet [56] 72.4 78.8 66.8 72.7
tween the ]omt.s of engaged persons | VAP (22 e ooy ol
o Person Encoding ensures distinguishability of different VirwalPose [14] 541 616 54.6 56.8
. . dul POTR-3D [19] 60.0 57.0 55.5 57.5
persons in attention modules MuPPet 56.1 54.3 57.1 55.8

Fig. 2: Example of permutation augmentation for a five-person scene. We illustrate the people with color
coding on the left and the permutation in the feature space on the right. From the Original Sample in the

Fig. 4: Qualitative results on an in-the-wild setting predicted by MuPPet. We show one frame from the
middle, we show a possible superset permutation on its left, and a possible subset permutation on its right.

video input and the corresponding three views of the predicted 3D pose from multiple persons in the
scene. Our MuPPet demonstrates effective performance in absolute 3D joint prediction, even on highly
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 Permutation Learning improves data variety while respect-
ing inter-person relations (Fig. 2)
1. Permute the order of persons in interaction
2. Subsample & permute the order of persons in interac-
tion to capture interactions in sub-groups o Limitations: optimized specifically for group interaction
o Training loss: balance absolute & relative pose loss  Propose a novel 2D-to-3D multi-person pose-lifting method

5. Limitations & Conclusion

Fig. 3: Overview of our MuPPet pipeline. Given a sequence of detected 2D human pose joints from multiple persons X, we use the diffusion process N times to denoise the 3D random poses Y, to the output absolute 3D pose Y. Inside the de-
noiser, the spatial transformer and person encoding are applied to capture intra- and inter-person relationships, and a temporal transformer is used to capture the joint relationship across frames.
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