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Summary
Rapid advances in Artificial Intelligence (AI) are leading to the proliferation of health applications. AI presents both 
opportunities and risks for migrants, including refugees, and asylum-seekers. This Personal View provides a critical 
perspective on opportunities and risks of using AI in migrant health. It synthesises literature insights to highlight 
the potential health benefits of AI, for both the general population and migrants, in areas including information 
retrieval, translation, education, empowerment, disease prevention and diagnosis, and personalised treatments. It 
addresses risks posed by AI, including the potential for tracking and monitoring individuals, which could threaten 
the anonymity and freedom of those using digital services, as well as the perpetuation or exacerbation of biases in 
the algorithms used. Current deficiencies in AI, including issues of quality and tendencies to sometimes invent data, 
as well as to reinforce existing biases and discriminatory processes, may also adversely impact on various groups of 
migrants coming from different parts of the world, compounding existing ethical challenges. Given the high level of 
digital infrastructure and opportunities for coherent policy-making and regulatory control within the region, Europe 
can provide leadership in developing guidelines, policies and agreements ensuring that AI serves migrants’ health 
needs while not compromising their rights.

Copyright © 2025 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND 
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction
Migration, health, and AI
The expanding use of digital technologies (hardware 
and software) in health offers significant benefits for 
migrants, including refugees and asylum-seekers— 
particularly those with limited access to in-person 
health services.1 However, it also raises questions 
about issues of equity in access to and ethics of 
employment of these tools. Their use may expose mi
grants to additional risks beyond those faced by the 
general population, such as surveillance, tracking, and 
identification through digital systems, including those 
using Artificial Intelligence (AI). Such use can increase 
vulnerability to arrest, confinement, deportation, 
exploitation, and abuse.2 The potential risks and 

benefits of digital technologies in general for the health 
of migrants in the European region has been dis
cussed.1 Many of the issues raised by the application of 
digital tools, including those incorporating AI, for 
migrant health affect health and healthcare in general, 
with migrants representing an example of special in
terest groups where particular issues are made visible 
or are amplified.

In this Personal View, we consider various migrant 
groups and explore both opportunities and risks related 
to AI applications. We emphasise that even migrants 
with regular status experience different benefits and 
risks depending on their backgrounds, cultures, skills, 
and access to hardware and software. For those with 
irregular or pending migration status, vulnerabilities 
increase, and AI use by health professionals, re
searchers, humanitarian agencies, or border control 
may raise risks of detention and deportation to unsafe 
places.2 Each migrant has unique circumstances, needs 
for health information and services, and varying access, 
constraints, vulnerabilities, and fears regarding service 
use.1 Therefore, it is essential to clearly define who is 
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considered a ‘migrant’ and recognise different migrant 
categories in each context. Panel 1 summarises 
commonly used migrant-related terminology and key 
international agreements on their rights and status.

This Personal View reflects on the role of AI in 
migrant health, synthesising insights from existing 
literature and expert perspectives. Rather than con
ducting a systematic review, it discusses key challenges, 
risks, and opportunities based on relevant studies and 
policy discussions. The aim is to offer a conceptual 
perspective for understanding AI’s impact on migrant 
health, highlighting both the potential benefits and 
challenges, and outlining principles and action areas to 
guide future development—particularly emphasising 
Europe’s potential leadership in this evolving field.

While migration, digital health technologies, and 
applications of AI in health and migration are all 

phenomena of global importance, they also have features 
that are shaped by local contexts and conditions. Europe 
is at the forefront of many of these developments, with 
high levels of digital technology use among the general 
population, growing integration of digital tools in well- 
developed national health systems, and a collective reg
ulatory approach to AI within the EU. Europe is also a 
major destination for migrants from a wide range of 
countries and regions and is increasingly employing AI 
in the management of migration.4 The opportunities and 
pressures emerging within Europe, along with its po
tential to advance the use and governance of AI in health 
while safeguarding human rights, equity and social 
justice, including for refugees, make the region a 
particularly valuable case for examination and a potential 
source of insight for other parts of the world that are 
grappling with similar challenges.

Panel 1: Who is a migrant?

As discussed by the International Organization for Migration (IOM),3 the umbrella term ‘migrant’ lacks an internationally agreed definition and carries 
limited obligations regarding the rights of individuals who have moved from their country. The term is employed by IOM to cover persons who move 
away from their place of usual residence, whether within a country or across an international border. In this Personal View, we use the term to refer to 
those who have crossed an international border to live elsewhere, while some of the issues raised here may also apply to internal migrants and/or 
internally displaced persons. ‘Migrant’ describes people in a wide spectrum of situations, including those moving with or without documentation such as 
personal identity papers and documents confirming rights or permissions to visit, reside, work or study in the place in which they are currently located. In 
addition to being covered generally by human rights instruments including the UN Universal Declaration of Human rights and, where relevant, UN 
Convention on the Rights of the Child, particular categories of migrants may have precise definitions that have been internationally negotiated and may 
be the subject of international agreements according them rights relating to protection, asylum, residence, work or study.

Legally recognised definitions and agreements are of importance because the status of individual migrants may affect both their entitlements and actual 
or perceived vulnerabilities—factors which intersect with the risks and opportunities associated with AI. Migrating people are not homogeneous in 
nature and their situations may differ appreciably as a result, in particular, of two sets of considerations:

• Characterisation by the systems they encounter: Individuals who are forced to move due to war or political conflict, such as refugees and asylum- 
seekers, have rights which are enshrined by the 1951 Refugee Convention and its 1967 Protocol and the 1984 Cartagena Declaration, although in 
practice, there is considerable variation in the extent to which they are upheld by countries that are signatories of these international agreements, 
including among member states of the European Union (EU). Individuals who are recognised as refugees have increased access to assistance from 
States, UNHCR, and other organisations, including with respect to access to healthcare. While awaiting assessment of their claim, asylum seekers 
may be placed under considerable restrictions with regard to accommodation, freedom to move about and access to work and services. Migrants 
also includes other categories that are legally defined, such as internationally displaced persons, migrant workers and smuggled migrants, as well as 
those whose status or means of movement are not specifically defined under international law, such as immigrants (migrants given permission to 
live permanently in a country) and international students.3 Migrants in a “regular” situation—who have been granted State permission to work, 
study or reside in another country—are addressed in the Global Compact for Safe, Orderly and Regular Migration, a non-binding document that 
respects States’ sovereign right to determine who enters and stays in their territory. They are subject to the State’s laws, which may restrict their 
access to the full range of services, including in health, that are available to the general population. “Irregular” or “undocumented” migrants are 
usually excluded from official work and lack entitlement to State services, such as health, except in emergency situations. Displaced persons are those 
who have been forced or obliged to flee or to leave their home or place of habitual residence, either across an international border or within a State, 
in particular as a result of or in order to avoid the effects of armed conflict, situations of generalised violence, violations of human rights or natural 
or human-made disasters. While those displaced internationally may become refugees or asylum seekers, internally displaced persons do not have a 
special status in international law with rights specific to their situation, but are often highly vulnerable and at risk of abuse of their basic rights.

• Individual histories and personal characteristics: Migrants are individuals with a spectrum of different levels of attainments, competencies and 
skills across all areas, including education, work, and capacity to use digital tools. Their health may have been affected in different ways by personal 
histories of upbringing and experiences endured along the migration pathway, including hunger, physical and mental abuse, injury and lack of access 
to timely treatment. Their cultural and social backgrounds and present circumstances may include constraints on their freedom of action (e.g., due 
to gender, ethnicity or race).
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Possibilities of AI for health
The scope and potential power of applications of digital 
technologies to affect human society in general is 
currently increasing very rapidly due to the incorpora
tion of AI (Panel 2). A burgeoning range of applications 
across many fields of human endeavour has been seen. 
The ability to replace or support human labour, 
enhance teaching and learning, accelerate decision- 
making, improve communication across distances and 
language barriers, foster innovation, and address com
plex systems-level problems involving multiple vari
ables are widely cited as potential benefits.5,6

Risks of AI
Alongside the enormous potential benefits of AI, there 
are several issues of concern as AI technology advances 
and new applications emerge. Some are intrinsic to the 
present stage of development of the underlying tech
nology itself. Others relate to the varied environments 
and conditions in which AI is applied, shaped by local 
economic, legal, political, regulatory, and social con
texts. These include factors within organisations and 
communities, as well as the personal circumstances of 
each individual affected by the application. These issues 
of concern are highlighted as generic factors in Panel 3 
and then referred to in subsequent sections in the 
contexts of health of the population generally and of 
migrants in particular, where they have broad implica
tions for the ethics of using AI in different 
circumstances.

One approach to addressing the risk of AI providing 
inaccurate outputs and the difficulty many AI model
ling techniques present for human understanding has 

been the development of Explainable AI (XAI). XAI 
aims to enable human oversight of AI algorithms by 
clarifying the reasoning behind their decisions or pre
dictions, making them more transparent, trustworthy 
and accountable, particularly in sensitive areas such as 
healthcare, finance or security. A systematic review of 
XAI from an end user’s perspective described five di
mensions of XAI effects: trust, transparency, under
standability, usability, and fairness. It identified several 
research gaps and proposed future research agendas, 
addressing standardisation practice, representing XAI, 
and the overall impact on users.17 The need for XAI in 
the use of AI in government and public service func
tions, including in relation to immigration and the 
employment of automated decision-making, has been 
emphasised,18 while there has also been some scepti
cism about whether XAI has yet realised the goals of 
understandable, trustworthy, and controllable AI in 
practice.19 The application of XAI to automated 
decision-making regarding the status or health of mi
grants cannot be justified until there is clear evidence of 
its safety and trustworthiness.

Large impacts of the substantial step-change in 
computational power represented by AI are already 
being seen in the health field, adding greatly to the 
interest in applying AI to support the health of mi
grants.20 However, as discussed in the article by Matlin 
et al.1 on digital solutions for migrant health, the actual 
benefits and disadvantages associated with each digital 
application depend, among other factors, on where, 
how and by whom it is used.

Among serious challenges that have emerged is the 
potential for AI to discriminate against historically 

Panel 2: Artificial Intelligence: concepts, constituents, and capacities.

Artificial Intelligence: the concept of simulation of aspects of human intelligence by machines, involving computer systems able to perform tasks that 
historically required human intelligence, such as:

• visual perception and pattern recognition
• speech recognition and synthesis
• translation between languages
• problem solving and decision-making
• deduction of associations or relationships and drawing conclusions from analysis of large data sets

The OECD7 defines an AI system as a machine-based system that, for explicit or implicit objectives, infers, from the input it receives, how to generate 
outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments. Different AI systems vary in 
their levels of autonomy and adaptiveness after deployment.

Aspects of AI include the discipline of machine learning (ML), which uses algorithms to parse and learn from data to make informed decisions, and deep 
learning, a sub-discipline of ML that structures algorithms in layers to create an artificial neural network (deep neural network) which can simulate 
the complex decision-making power of the human brain to learn and make intelligent decisions on its own.

While AI has been under development for more than half a century, a range of technological innovations in both hardware and software have been 
driving rapid expansions in many AI capacities within the last decade. Of particular note are the large-scale use of graphic processor units to accelerate 
deep neural networks and large language models (LLMs) (very large deep learning models, pre-trained on vast amounts of data, trained for different 
tasks in natural language processing) that lead to generative AI—technologies capable of creating new, diverse outputs such as images, music, text, 
and synthetic data, with one example being chatbots such as ChatGPT version GPT-4 that process and simulate human conversation.
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Panel 3: Artificial Intelligence: underlying factors of concern.

As AI has emerged into widespread use in a host of fields, several issues have gained prominence that relate to AI accuracy, impartiality, privacy, 
transparency, and trust.8

Fictitious data
With the sudden explosion in use of chatbots, it has become evident that LLMs can present fictional results. As Mittelstadt et al.9 have explained, “LLMs 
are designed to produce helpful and convincing responses without any overriding guarantees regarding their accuracy or alignment with fact” and “the 
concept of ‘truth’ has been highly simplified in LLM development and equated with accuracy measured against the ‘ground truth’ of the training data”.

At least three types of sources of incorrect data output by chatbots have been identified:

• Incorrect information contained in the large data sets on which they are trained. In addition to historic accumulation of errors in available data sets, 
a further problem is created when AI is itself used to generate text to expand the number of available training sets. This can lead to the LLM 
producing nonsense, or ‘model collapse’.10

• Unethical use of AI tools to create fake data sets, such as data to be used to support or negate a scientific hypothesis.11

• ‘Confabulations’, ‘delusions’ or ‘hallucinations’ spontaneously generated within a neural network without explicit external inputs. By 2023, analysts 
estimated that chatbots hallucinate as much as 27% of the time, with factual errors present in 46% of their responses. Inconsistency/lack of 
reproducibility of responses to the same question is also observed. Examples of serious consequences have included generation of fictitious case 
reports used in legal cases, invented references contained in published scientific papers and invented information about misbehaviour by 
individuals.12 A worrying trend revealed in a study by Zhou et al.13 has been that current approaches to scale-up of LLMs are resulting in them 
becoming less reliable and the authors called for “a fundamental shift in the design and development of general-purpose artificial intelligence, 
particularly in high-stake areas”.

Spreading misinformation and disinformation
AI has the potential to generate false or inaccurate information (misinformation) itself through spontaneous ‘hallucinations’ and to be used to generate 
false information which is deliberately intended to mislead (“disinformation”). Linked with the dissemination of false information through a range of 
channels, including social media, targeted messaging and scientific journals, the capacities of AI to generate, convincingly frame, spread and amplify 
misinformation and disinformation has been identified in the World Economic Forum’s Global Risk Report 2024 as the leading short-term risk for global 
destabilisation.14

Bias
The impartiality of conclusions reached by AI applications depends intrinsically on the use of data sets that are not biased or incomplete and on 
assumptions built into the algorithms that search for, select and analyse the data. Data bias may include skewed data which does not fully represent the 
range of the subject under examination (some elements of dataset overweighted or overrepresented, while others left out), or previous data 
interpretations containing hidden biases in interpretation that reinforce false conclusions, such as biases related to gender, ethnicity or other 
characteristics, perpetuating discrimination. These biases may also be embedded in the construction of the decision-algorithms applied to the data 
interpretation.15

Lack of transparency and trust
The credibility of AI-generated data and conclusions is strongly dependent on factors that include sources of training materials (these sources can also 
introduce bias), the precise nature of algorithms applied and the precise wording of questions asked and rubrics set. Consequently, in the development 
and use of AI applications, there is need to monitor, examine and evaluate each application and not treat AI as an infallible predictive Oracle or unbiased 
arbiter. The capacity to do this is limited at present by two critical transparency factors: the need for detailed disclosure of sources and methods, and for 
adoption of open-source practices in the development of AI resources. Many ‘open-source’ generative AI systems do not actually provide open access to 
code, while robust and standardised evaluations for LLMs, particularly when dealing with communities that speak or communicate in non-European 
languages, are seriously lacking.5

Detection of personal data
The training and use of LLMs may include the AI application inspecting up to billions of pieces of information ‘scraped’ from the internet. The natural 
language processing capabilities of LLMs can be used to identify personal data in unstructured sources such as in texts and to build a profile of an 
individual—but this may contain erroneous information, misattribution and bias originating with the data source, or be used for purposes of monitoring, 
tracking and locating. Furthermore, AI can be used to reconstruct linkages between data that has been anonymised or dispersed to protect data privacy, 
exposing highly sensitive information about individuals and challenging perceptions of what it means to be safe.

Border control and migration status determination
Particularly since the increase of migrants into Europe began around 2015, countries and border control agencies in the region have made extensive use 
of digital technologies to manage information and support processing of applications. The big data capacities of AI have played an expanding role, 
including the use of predictive technologies in policy-setting and automated decision making, giving rise to a range of legal, human rights, and ethical 
concerns, not only with regard to migrants but also in relation to the general population.16
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marginalised groups (see Panel 3), undermining other 
efforts to increase fairness in access to healthcare. 
Other shortcomings, also affecting the general popula
tion as well as migrants, include the lack of validation of 
many applications of AI in healthcare and lack of robust 
evidence on the use of AI in improving clinical 
outcomes.

Migration management
Outside the specific field of health, considerable use of 
AI is already being made in relation to migrants and 
refugees in EU Member States, including for migration 
and asylum management as part of broader AI 
deployment for border and coast guard applications.4 

Problems with sources of data in this fast-moving 
field have been highlighted and Singleton21 has called 
for a complete and updated inventory of data sources 
and for an evaluation of the quality of data used in EU 
policy making.

Applications aimed at making services and pro
cessing more efficient and strengthening border control 
management are being deployed, such as digitalisation 
of application processes, online appointment systems 
and customer service portals for lodging and tracking 
applications, as well as for improving information flows 
between different authorities involved in migration 
management. Some EU Member States use blockchain 
technology4 to enable secure exchanges of sensitive in
formation and to connect different services and sys
tems. AI is also being used for language identification 
and identity fraud detection.22

Lie detectors using AI have been deployed at Euro
pean borders.23 Ethical and practical challenges in the 
use of AI in refugee status determination have been 
discussed, including in credibility assessments, where 
the requirement of a ‘well-founded fear of being 
persecuted’ involves the bipartite standard of consider
ation of a claimant’s subjective fearfulness and the 
objective validation of that fear.24

It has been questioned whether governments can 
adopt AI in border security and asylum systems while 
meeting human rights obligations in these contexts, 
where states have specific responsibilities toward those 
seeking refugee and humanitarian protection.23 Sur
veillance technologies could increase state monitoring 
of marginalised communities and lead to human rights 
infringements—as seen in Greece, where the Ministry 
of Asylum and Migration was fined by the Hellenic 
Data Protection Authority in April 2024 for breaching 
data protection rules in deploying two AI border 
systems.25

There are risks that asylum seekers may be incor
rectly returned to their country of origin or an unsafe 
country and suffer persecution or serious human rights 
abuse, and use of AI in decision-making raises ethical 
questions of fairness and due process. Emerging AI 
principles and safeguards (e.g., human control, 

transparency, algorithmic impact assessments) build
ing on good governance principles provide opportu
nities for safeguards, as well as adoption of responsible 
innovation—involving governments focussing use of 
AI tools in parts of asylum and related decision-making 
processes considered less likely to create tension with 
domestic and international legal principles. The 
national–regional nexus is a key arena for developing 
ethical governance systems and policies for AI in 
asylum contexts.26

Intrinsic ethical dilemmas tied to AI’s ‘dual use’ 
capabilities (see Introduction) challenge humanitarian 
organisations seeking to harness AI to better support 
rising numbers of migrants, including refugees and 
asylum seekers.27 Oishi et al.28 described how AI’s 
ability to scrape and analyse big data can predict flows 
of internally displaced persons and refugees, helping 
humanitarian aid organisations plan for their needs, 
including healthcare access. Such tools have been used 
to register and manage vulnerable populations but, ac
cording to Nalbandian,6 they have not always been 
applied with sufficient concern for potential data 
misuse or the ethical and legal foundations of these 
operations, and are sometimes deliberately used to 
track and deport undocumented migrants. Beduschi29 

recommends addressing existing risks, such as algo
rithmic bias and data privacy concerns, as a priority 
when using AI to shift humanitarian action from 
reactive to anticipatory approaches. The growing use of 
biometric data in refugee management without 
adequate protection exposes individuals to severe harm 
and may undermine AI’s potential health benefits, 
discussed below.

In the EU context, the Common European Asylum 
System (CEAS), established in 1999, set out common 
standards and co-operation “to ensure that asylum 
seekers are treated equally in an open and fair system”. 
Reform of the CEAS policy was formally adopted by the 
European Parliament in April 2024, enforcing manda
tory asylum proceedings at the external EU border 
(affecting control practices both adjacent to and within 
the EU) and introducing an accelerated procedure to 
speed up the asylum application process, especially in 
terms of rejecting applications deemed to be unjusti
fied. Concerns about the new rules’ impact on refugee 
rights, which take effect in 2026, are mounting.30

Need for caution and legal protection
The combination of opportunities afforded by the 
expanding capacities of AI (Panel 2) and risks inherent 
in the use of current AI tools (Panel 3) has led to 
widespread recognition of the need for regulatory pro
tections and proactive oversight.31 This has been rein
forced by the growing dominance of industry over the 
three key ingredients of modern AI research: 
computing power, large datasets, and highly skilled 
researchers.5,6,32 In a large collection of multidisciplinary 
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perspectives on opportunities, challenges and implica
tions of generative conversational AI for research, 
practice and policy, a pervasive theme was the lack of 
legislative and regulatory templates to deal adequately 
with issues such as privacy, security, accountability, 
copyright violations, disinformation, misinformation 
and other forms of abuses and misuses.6 While new 
laws were deemed imperative, a critical challenge is that 
regulators currently cannot penalise deliberate misuse 
of AI tools—whose global nature demands interna
tional coordination to maximise benefits and reduce 
harm. To address risks and hazards associated with 
deploying AI in the health sector, Hashiguchi et al.33 

recommended key areas for attention by policy 
makers which included health data governance, oper
ationalizing AI principles, flexible regulation, digital 
skills for users, and strategic public investment.

At the time of this writing, there is no global regu
lation of AI. In an initiative to develop international 
cooperation on ensuring the safety of AI, the UK gov
ernment convened a meeting in November 2023 
attended by about 30 governments and the EU.34 This 
announced an agenda for action focussing on (a) 
identifying AI safety risks of shared concern, building 
and sustaining a shared scientific and evidence-based 
understanding of these risks; and (b) developing 
respective national policies to ensure safety, including 
private sector transparency, safety testing tools, and 
enhanced public sector capacity. Meanwhile, countries 
worldwide are designing and implementing their own 
approaches to regulation. The OECD AI Principles 
guide trustworthy AI development and offer recom
mendations for national policy and risk frameworks.35

On 13 March 2024, the European Parliament adop
ted the Artificial Intelligence Act (AI Act),36 which is the 
world’s first comprehensive legal framework for AI. It 
sets EU-wide rules on data quality, transparency, hu
man oversight, and accountability, addressing general- 
purpose AI, limits on biometric identification by law 
enforcement, bans on social scoring and manipulative 
AI, and the right to consumer complaint and explana
tion. There was considerable debate and critical 
comment, both during the evolution and on the final 
passing of the AI Act, which represents a novel 
approach at the intersection between technical product 
safety legislation and legislation intended to protect 
fundamental rights.37 Major criticisms of the AI Act 
focused on its reliance on national market surveillance 
authorities, which are ill-equipped to protect personal 
data and human rights issues such as refugee status 
decisions, and on the need for regulation that is flexible 
and adaptable to the constantly evolving nature of AI 
technology.38

As detailed in a paper on digital tools for migrant 
health,1 blockchain has been an important approach to 
ensuring the security, confidentiality and portability of 
personal information, including health records, which 

are among key concerns for some categories of mi
grants. In this paper’s “AI and the health of migrants” 
section, we note that combining blockchain and AI 
heightens security risks. This also illustrates a further 
point, discussed above, that alongside health applica
tions AI is being extensively used for migration man
agement by many governments, including in the 
European region. Consequently, AI must be seen as 
having dual-use capabilities that create ethical di
lemmas and require special attention to potential 
crossover effects that may shift the benefit-risk balance 
for some migrants and refugees. “Dual use” concerns 
in AI have arisen in relation to the potential for its 
applications in medical research (e.g., for drug design) 
to be misused, especially in the military context (e.g., to 
develop warfare agents).39 However, the potential for 
unintended harmful applications of AI tools to be 
misused or maliciously repurposed goes far beyond the 
biomedical area. Larsen and Küspert40 have commented 
that “the European Parliament has acknowledged that 
the speed of technological progress around general- 
purpose AI models is faster and more unpredictable 
than anticipated by policymakers” and that the EU “is 
often seen as a frontrunner in AI regulation, setting the 
regulatory tone for fostering trustworthy AI globally”. 
The European Commission (EC) emphasises that these 
models are “becoming too important for the economy 
and society not to be regulated” and that “powerful AI 
models could cause serious accidents, propagate 
harmful biases at scale or, reflecting a dual-use nature, 
be misused for cybercrime”.

Methods
Relevant literature was identified as set out in “search 
strategy and selection criteria”. From the initial litera
ture search, about 100 papers were selected as poten
tially relevant to the theme of this Personal View and 
sorted into topics from which the first draft was pro
duced with a provisional structure and text. This was 
then extensively edited and added to by the co-authors 
and the text of summaries and conclusions in each 
section refined and updated. Since the fields of digital 
health and AI are developing rapidly, priority was given 
to papers from the last 5 years in general and, in 
particular, to the most recent ones found, in the selec
tion for inclusion and to the weight given to their sig
nificance. Where available, review articles and multiple 
numbers of papers covering a topic and reaching 
similar conclusions were given attention as likely to 
provide reproducibility in an area that is moving very 
rapidly, while new results of significance were also 
flagged.

During the TLRHE’s review process, the opportunity 
was taken to update the references cited in the paper 
and to include newly-appearing literature considered 
significant.
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AI and the health of the general population
Potential health benefits
AI is finding increasing applications in a wide spectrum 
of health-related areas (Panel 4).

The development of AI tools for this burgeoning list 
of applications of AI in health is dominated by industry, 
with the global AI in healthcare market predicted to 
expand from US$ 15.1 billion in 2022 at a compound 
annual growth rate of over 37% to more than US$ 350 
billion by 2032.47 Alongside increased applications, a 
growing body of literature highlights successes in 
testing environments and expanding use in practice, 
emphasising their potential for large-scale health im
pacts.48 While reviews frequently note technical, legal, 
and ethical challenges to widespread adoption, few 
report sustainable improvements in patient outcomes.

A joint 2020 report49 by the European Institute of 
Innovation and Technology and McKinsey & Company 
identified Europe’s strong potential to benefit from its 
extensive national health data, numerous research 
studies, innovation clusters, and pan-European collab
orations. It also emphasised Europe’s unified approach 
to core AI issues such as ethics, privacy, and trust
worthy AI, along with its emerging strategy to deliver 
these advantages across the population. However, the 
report also noted that valuable datasets are not linked, 
with critical data-governance, access and security issues 
needing clarification, delaying further adoption. These 
challenges, together with the fragmentation observed at 
the country or regional level, meant that AI’s full po
tential remained to be explored and the impact on the 
ground remained limited. Observing that the scale of 

Panel 4: AI applications in healthcare, medicine, and public health.

General scope
AI has the potential to contribute toward the goals of making healthcare more personalised, predictive, preventative, and interactive and extending the 
effectiveness of public health. A scoping review and framework for uses of AI in health governance has been presented, which highlighted potential for 
AI to supporting key dimensions of health, including social determinants of health, elements of governance, and health system tasks and goals.41 

Potential benefits to diverse aspects of health may derive from a wide spectrum of AI applications, as illustrated by the following list, which provides a 
snapshot of the constantly growing range of examples.

Health services: patients, providers, process
Examples include:42,43

• Health policy-making
• Universal Health Coverage (UHC) and health financing
• Healthcare organisation, management, planning, delivery, recording
• Health information management and maintenance of patient health records
• Language translations for patients with language barriers and complex medical needs
• Patient empowerment

Medicine
Examples include:44,45

• Drug discovery and health research
• Disease prediction/prevention/diagnosis/treatment, including in:

o Non-communicable diseases, including cancer
o Gastroenterology and hepatology
o Diseases which some ethnic groups may be particularly at risk of contracting

• Strengthening delivery of health services/treatments, including in mental health and psychiatry
• Personalised medicine, e.g., selecting drugs to attune with patients’ genetic, clinical, and lifestyle characteristics
• Precision medicine, e.g., identifying phenotypes of patients with less-common responses to treatment or unique healthcare needs

Public health
Examples include:46

• Disease modelling
• Health emergencies
• Better health and well-being (including prevention of noncommunicable disease, promoting mental health, minimising and eradicating high-impact 

communicable disease and addressing the health effects of climate change)
• Predicting disease outbreaks
• Health information retrieval, exchange, translation
• Public health information, advice
• Specialist information for health workers
• Community/voluntary sector organisations working with vulnerable groups, such as asylum-seekers and refugees
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many solutions remained small, the report described 
three phases of scaling AI in healthcare. In the first, 
solutions are likely to address the low-hanging fruit of 
routine, repetitive, and largely administrative tasks, 
optimising healthcare. In the second, more AI solu
tions were expected to support the shift from hospital- 
based to home-based care, including remote moni
toring, AI-powered alerting systems, and virtual as
sistants, along with expanded use in specialities such 
as oncology, cardiology, and neurology. This would 
require deeper integration into clinical workflows and 
strong engagement from professional bodies and 
providers. It also calls for well-designed, integrated 
solutions to apply existing technologies effectively in 
new contexts. Scaling up would be driven by both 
technological advancement and cultural and organ
isational capacity building. In the third phase, more AI 
tools would be used in clinical practice based on trial 
evidence, with increased focus on advanced clinical 
decision-support systems. A key challenge is building 
clinical evidence of quality and effectiveness in an 
environment where start-ups seek to scale quickly, 
while healthcare professionals require proof of safety 
and efficacy. The report recommended transparency 
and collaboration between innovators and practi
tioners as essential to scaling AI in European 
healthcare.

Despite the continuing expansion in the market and 
the increasing adoption of AI tools since the 2020 
report, the scaling of AI in healthcare appears largely 
confined to phases 1 and 2 and has yet to demonstrate 
clear benefits in patient outcomes at scale. Reviewing 
AI in medicine in 2020, Briganti and Le Moine50 

considered that one of the core challenges to come in 
the next years will be the clinical validation of the core 
concepts and tools recently developed. They noted that, 
while many studies had shown AI’s potential and 
promising results, several well-recognised and 
frequently reported limitations in these studies are 
likely to complicate clinical validation. Three key limi
tations identified were that the majority of studies 
comparing AI and clinician efficiency suffered from 
unreliable study designs; studies reporting AI appli
cations in clinical practice were often limited by 
retrospective approaches and small sample sizes; and 
only a few studies have directly compared AI and 
clinicians using the same datasets. In a further re
view of the field in 2023, Krishnan et al.51 docu
mented an expanding array of new applications and 
the potential for the integration of AI in healthcare to 
offer significant advantages over traditional medical 
practice. However, they also drew attention to 
inherent limitations in the capacities of current AI 
tools. Among these, Krishnan et al. highlighted that 
the limited generalisability of AI models trained on 

specific datasets may hinder their transferability to 
different patient populations or geographic regions, 
limiting their overall applicability in diverse health
care settings. In a 2024 editorial, Schlieter et al.52 

noted that the scale-up of digital health technologies 
remained challenging and has not yet been suffi
ciently addressed, with the quantification of imple
mentation outcomes remaining unclear. A study53 on 
AI implementation in Swedish healthcare emphas
ised the need for coordinated strategies, supportive 
laws and policies, and investment in capacity build
ing, with collaboration among healthcare organisa
tions, county councils, and industry partners.

In a 2022 overview of systematic reviews on AI’s 
impact in UHC, health emergencies, and health pro
motion, Martinez-Millana et al.54 found that AI appli
cations in UHC were mainly focused on image analysis 
for neoplasms, followed by mental and behavioural 
disorders, circulatory, and musculoskeletal diseases. 
There was an emphasis on prediction and detection of 
the diseases, while some reviews focused on the clas
sification of degrees and severity scales for diseases. 
Notably, 52% of the reviews did not report any valida
tion procedure and, regarding quality assessment, 61% 
did not implement any method for analysing the risk of 
bias. For areas related to health emergencies protection, 
the reviewed applications of AI mainly focused on in
fectious or parasitic diseases. The overview noted that, 
to date, a limited level of maturity of AI use in clinical 
practice had been achieved and in many areas there was 
an absence of reported studies on the real impact of the 
AI tools in clinical settings. Common issues identified 
included the lack of standardisation of protocol designs 
and heterogeneity of software infrastructures used to 
collect, store, and analyse personal and clinical data. 
Nevertheless, many of the reviews in the study were 
optimistic about the important role AI can play in 
improving diagnosis, treatment and outcomes. 
Martinez-Millana et al. did not discuss patient per
spectives in their analysis.

In a 2022 review, Rajpurkar et al.55 presented key 
findings from a two-year program tracking advances in 
medical AI, including prospective studies, medical im
age analysis, and novel research avenues such as non- 
image data and human–AI collaboration. They also 
noted that, although AI systems had repeatedly been 
shown to be successful in a wide variety of retrospective 
medical studies, relatively few AI tools had yet been 
translated into medical practice. They pointed to 
weaknesses in the often-limited datasets used for reg
ulatory clearances and commented that, to build trust in 
medical AI systems, stronger standards for reporting 
transparency and validation will be required, including 
demonstrations of impact on clinical outcomes. Among 
the areas that had advanced furthest in recent years, 
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deep learning, in which neural networks learn patterns 
directly from raw data, had achieved remarkable suc
cess in image classification. This had greatly benefitted 
specialities that rely heavily on the interpretation of 
images, such as radiology, pathology, gastroenterology 
and ophthalmology. AI had also achieved considerable 
improvements in accuracy for radiology tasks, 
including mammography interpretation, cardiac 
function assessment and lung cancer screening, 
contributing to diagnosis, risk prediction and treat
ment. In pathology, AI had made major strides in 
diagnosing cancers and providing new disease in
sights, largely through the use of whole-slide imaging. 
In the field of information and education, the language 
processing capacities of AI were being seen in tasks 
like answering biomedical questions and mining so
cial media to track large-scale mental health trends. 
Rajpurkar et al.55 also noted that multiple studies have 
shown that clinical experts and AI in combination 
achieve better performance on many tasks than ex
perts alone. More recent publications have reinforced 
this view, advocating for combining clinical experts 
with AI to advance AI adoption in medicine, empha
sising the need to validate AI performance across 
diverse clinical settings,56 and calling for clearer reg
ulatory guidance on using LLMs to generate clinical 
summaries.57

In the first examination of the impact of a deep- 
learning tool in real clinical settings, a study from 
Google Health showed that even the most accurate AIs 
can actually make things worse if not tailored to the 
clinical environments in which they will work.58 An 
independent evaluation of a widely used prediction 
model in US hospitals during the COVID-19 pandemic 
found it identified small subsets of high- and low-risk 
patients with good discrimination, but its clinical use 
as an early warning system was limited by low sensi
tivity.59 In another external validation,60 an AI algorithm 
commonly used in US hospitals to assist clinicians with 
missed sepsis cases showed poor calibration and 
discrimination in predicting sepsis onset and caused 
significant alert fatigue when tested in a hospital sys
tem without prior training data.

Challenges, problems, and risks
Alongside the increasing range of application of AI in 
health, there is also a growing body of concerns about 
dangers associated with the uses of AI in health. These 
concerns (Panel 5) reflect the themes of emerging risks 
and deficiencies in the underlying characteristics of AI 
at its current stage of development and in the general 
potentials for misuse and abuse of AI summarised in 
Panel 3.

The issue of bias in the use of AI, discussed in 
Panel 5, has become particularly acute with the 
increasing incorporation of generative AI into digital 
tools for health76 and employment of demographic 

shortcuts in disease classification,77 reinforcing the 
need for extreme care in the applications of AI tools for 
the health of migrants discussed in the next section.

Applications of XAI techniques in healthcare have 
been steadily growing. A systematic review78 of various 
XAI methods in medicine found variability in ease of 
use and performance aspects such as reliability 
assessment. It also highlighted a lack of reliable, auto
mated solutions that provide convincing explanations 
for medical experts during decision-making, and a need 
for more detailed criteria to evaluate and compare XAI 
methods in diagnosis detection. Another review by 
Hulsen79 raised concerns about privacy and security 
risks, as explanations for AI decisions may expose 
sensitive data or enable system manipulation, such as 
through reverse engineering. Hulsen also questioned 
whether explanations always increase trust, noted a 
trade-off between explainability and accuracy, and 
pointed to alternative approaches like “Explainability- 
by-Design”, a method that incorporates explainability 
from the start rather than adding it later as a reactive 
measure.80

Artificial Intelligence and the health of 
migrants
Digital tools in general offer numerous opportunities 
with the potential to help support the health of mi
grants and facilitate research on their health issues.1 At 
the same time, these tools pose potential risks to mi
grants, including threats to the freedom of undocu
mented individuals; concerns over information security 
and confidentiality; challenges with informed consent; 
the involvement of migrants in designing and 
researching digital tools; access to mobile phones and 
the internet along with associated user costs; and access 
to health services for follow-up care. The need for a 
socio-technical perspective was emphasised and a 
model presented that combine three complementary 
dimensions of structural factors, health determinants 
and human security.1

It is well established that undocumented individuals 
largely avoid health systems due to fear of detention 
and deportation, as well as facing policy, administrative, 
and practical barriers when they do seek care.81 A 2024 
review of the literature on access to healthcare for un
documented migrants in the WHO European Region 
called for urgent action towards ensuring UHC for all 
migrants regardless of immigration status by 2030.82 

Meanwhile, the question remains whether digital so
lutions, including those incorporating AI, can assist in 
meeting the health needs of undocumented migrants. 
As has been emphasised, digital tools provide technical 
solutions and may be able to help, but they do not 
necessarily overcome problems that are political, social, 
or economic in nature1 and may, on the other hand, 
worsen the risks. The implications for breaches in data 
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security can be particularly severe for migrants who do 
not have regular status or documentation. For example, 
it may jeopardise their attempts to obtain refugee status 
or increase their risk of deportation. In small closely- 
knit communities, data breaches could result in loss 
of privacy and in stigma. Blockchain is a key technology 
that enables portability of data while ensuring a high 
degree of security and privacy. Blockchain is a shared, 
immutable ledger that facilitates the process of 
recording information, which is contained in a distrib
uted database that maintains a continuously growing 
list of ordered records, called blocks, which are linked 

using cryptography. The blockchain properties of se
curity, confidentiality and interoperability are extremely 
valuable in many settings, including in maintaining 
health records confidentially and in the provision of 
secure digital identity information on people in hu
manitarian settings.1 In recent years, AI technologies 
have been increasingly integrated into blockchain 
applications, helping to solve challenges related to 
blockchain scaleup, speed and interoperability while 
blockchain enhances the security of AI tools. The 
combination is finding a variety of applications in 
healthcare.83 However, several challenges have been 

Panel 5: Concerns associated with the uses of AI in health.

Fictitious data
Examples of ‘hallucinatory’ or invented material generated by AI chatbots have been reported in the health field and concerns expressed about the 
implications for medical training, research, patient diagnosis and treatment.61

Spreading misinformation and disinformation
There is growing evidence of, and concern about, the occurrence of misinformation and disinformation in the health field and of an “infodemic” of high 
levels of distrust in health information and public health measures as a consequence.62 In specific fields, reports have included impacts of AI 
misinformation in causing deaths from COVID-19 among unvaccinated people,63 setting back pandemic preparedness,64 dissuading cancer patients from 
accepting treatments proven to be effective,65 encouraging uptake of unproven alternative therapies,66 and providing dangerous advice about mental 
illness.67 The UN Under-Secretary-General for Global Communications has highlighted challenges and opportunities of AI in disseminating accurate 
global public health communication, particularly in the areas of vaccines, climate change, and well-being of women and girls.68 A combination of 
approaches to limiting the impact of misinformation and disinformation in health has been advanced, including detection using AI-based techniques.69

Bias
Evidence indicates that algorithms used in decision-making may lack ‘fairness’,31 which may lead to inequitable outcomes across racial and socio- 
economic groups, including in the health field. Wang et al.70 have presented a bias evaluation checklist that enables model developers and health care 
providers to systematically appraise a model’s potential to introduce bias. Four categories of biases have been observed as particular to the uses of AI in 
healthcare, relating to unfairness linked to model design, training data, and AI interactions with clinicians and with patients70,71 Giovanola and Tiribelli 
have argued for the adoption of fairness as an ethics principle in AI for healthcare, with implications including the need to design compensatory tools 
that help to promote real chances for every person to enjoy equally the resources and facilities of the digital health ecosystem.72 Other kinds of bias in 
relation to AI-based decision-making may arise from systematic methodological flaws in the ML literature for diagnosis and prognosis models using 
imaging data; and the fact that AI systems rely on forms of reductive reasoning and computational determinism, which may embed problematic 
assumptions about clinical decision-making and clinical practice. In the case of colorectal cancer, a number of problems in the employment of AI were 
observed, including inherent biases in retrospective training datasets and embedded assumptions in underlying AI architectures and algorithms, in the 
limited evaluations conducted on AI systems prior to their integration into clinical practice, and in the marginalising of socio-technical factors in the 
context-dependent interactions between clinicians, their patients, and the broader health system.73 Chin et al.74 have developed some guiding principles 
to address the impact of algorithm bias on racial and ethnic disparities in health and health care, relevant to preventing worse outcomes for racial and 
ethnic minoritized groups and other historically marginalised populations.

Lack of transparency and trust
Given the myriad challenges faced by vulnerable individuals within migrant groups, there is often a trust deficit between them and healthcare providers. 
Lack of familiarity with technology further fuels this mistrust. Studies have shown that some social factors, including membership of historically 
marginalised communities, may lead to a higher level of mistrust in AI in healthcare applications.75

Data security, privacy, and detection/misuse of personal data
It is vital to maintain the confidentiality of medical records in order to protect the privacy and security of the individual. However, because health records 
are important and vulnerable, hackers often target them. The vulnerability to breaches in data security is compounded by the lack of standard guidelines 
for ethical use of AI in healthcare.

Ethics
The wide-ranging capacities of AI-assisted digital tools to acquire, analyse, interpret and report on large data sets has many implications for the privacy, 
confidentiality, accuracy and security of information of individuals, with potential for use and misuse. Ethical approaches require that all of these 
potentials are carefully evaluated to protect the rights of the individual while seeking to optimise their health benefit.
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identified in using AI-powered blockchain for health, 
including issues concerning privacy, blockchain secu
rity and threats, and lack of standards, interoperability, 
and regulations.84

The increasing incorporation of AI within many of 
the digital tools being used in relation to migrants has 
created a step-change, both in the potential value of the 
tools and in the risks associated with their use. For 
example, documented applications of ChatGPT used to 
help refugees include language support, community 
engagement, increasing productivity to enhance 
employability, and legal assistance.85 Some countries, 
including the UK, are using AI to accelerate asylum 
application processing, while a Council of Europe 
report on blockchain identified legal challenges related 
to protecting anonymity and privacy rights, as well as 
conflicts between law and jurisdiction arising from 
blockchain’s distributed, global nature.86 The report 
concluded that it was essential for the Council of 
Europe to develop a research and policy agenda that 
allows it to be fully aware of the opportunities and risks 
presented by blockchain.

Migrants are frequently the subject of misinforma
tion and disinformation. A literature review87 on asylum 
seekers highlighted the need for a nuanced under
standing of how they are disadvantaged, noting various 
forms of misinformation, including outdated or poorly 
presented official information, misinformation from 
gatekeepers, false hopes, rumours, and distortions. A 
Social Information Perception model and the concepts 
of perceived and normative misinformation were pro
posed to better understand the information practices of 
vulnerable groups and support the delivery of trust
worthy, culturally meaningful information. AI has been 
used to counter misinformation about migrants by 
detecting bot-like social media activity,88 analysing text,89 

and providing factual chatbot dialogues.90

Objectives for using AI-based tools vary across pol
icymakers, officials, service providers, and migrants, 
often leading to competing interests, unintended con
sequences, and negative impacts. Fundamental flaws in 
current AI systems, such as surveillance concerns, 
systemic bias, and the spread of misinformation, un
dermine trust and raise concerns about potential hu
man rights violations.91 These issues are particularly 
serious for marginalised groups like migrants. It is 
important to adopt a cautious and critical approach to 
AI’s role in healthcare for these populations. While AI 
holds promise, it should serve as a complement to, not 
a replacement for, existing healthcare interventions.

Potential health benefits
AI offers opportunities to improve health communica
tion, overcome language barriers, enable faster expert 
diagnosis and treatment, and support case manage
ment for mobile and vulnerable populations. The extent 
to which migrants take up these opportunities depends 

on personal and societal factors that shape access and 
influence individual perceptions of risk and benefit.

Machine learning methods have been used to 
examine whether the immigrant health advantage, 
especially among documented migrants, also applies to 
undocumented immigrants in the USA by imputing 
missing legal status data from the National Health 
Interview Survey. The study concluded that the undoc
umented population experienced a more pronounced 
Healthy Migrant Effect.92 AI-based digital tools have been 
used to help diagnose health conditions and assess 
communicable disease prevalence among refugees by 
analysing disease-related references on social media.93

Digital health applications show promise for immi
grant and refugee mental health care but relatively few 
have been thoroughly validated to date.94 Jahani et al.85 

cited several digital programs with AI potential 
including mental health resources, platforms for med
ical staff to better understand migrant cultures, and 
AI-driven therapy to help migrants cope with difficult 
situations. They emphasise the importance of strong 
security and privacy measures such as blockchain 
technology to protect sensitive information as well as 
the need for validation of outcomes and training data
sets that reflect refugees’ specific needs and experiences 
to improve reliability. They also highlight the necessity 
for chatbots to develop a specific understanding of 
users’ conditions to provide adequate mental health 
support for refugees. The Retrieval-Augmented Gen
eration technique, which combines chatbot language 
models with external knowledge retrieval, can help 
generate responses that are both factually accurate and 
contextually relevant.85 Additionally, the use of digital 
twins to simulate health challenges and appropriate 
care scenarios may further enhance health outcomes 
for migrant populations.95

Chatbots can help meet the healthcare needs of 
migrant workers by improving access to health infor
mation, enhancing health literacy, and reducing lone
liness, as demonstrated with refugee women in the 
UK.96 A study97 on chatbot applications for migrant 
workers in Taiwan offered five design recommenda
tions: (1) use multimedia, such as infographics, to 
simplify health information and multimodal in
teractions like voice commands to make chatbot use 
more natural and inclusive; (2) ensure interactions are 
simple to facilitate queries with minimal prior knowl
edge; (3) provide referrals to face-to-face human ser
vices when migrant workers need additional support; 
(4) design chatbots as closed-domain systems to guar
antee health information comes from reliable sources; 
and (5) embed chatbots in instant messaging apps 
frequently used by migrant workers to encourage 
consistent use for seeking healthcare, obtaining infor
mation, and communicating with health professionals.

Summarising the information presented in detail 
above, Table 1 compares the challenges and risks of 
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AI challenges and risks General population Migrants

Access to technology The general population faces disparities in access to digital health 
technologies, particularly in low-income areas and remote or rural 
locations.1

Migrants may encounter more significant barriers, such as financial 
constraints and limited access to infrastructure.1 In addition, there 
are sometimes gender issues within the family or community 
which restrict or prevent access for women and girls.98

Language barriers The general population may encounter technical language 
challenges if understanding of the AI terminology and processes is 
important for risk assessment or informed consent.

Migrants may also face additional obstacles in accessing 
technology in their native languages, in understanding how the 
use of AI may present security risks and in being able to give or 
withhold informed consent freely.

Fictitious data Examples of ‘hallucinatory’ or invented material generated by AI 
chatbots have been reported in the health field and concerns 
expressed about the implications for medical training, research, 
patient diagnosis, and treatment.61

Migrant groups may be mis-characterised as a result of 
hallucinatory AI results, or individually mis-identified.

Bias and discrimination Evidence indicates that algorithms used in decision-making may 
lack ‘fairness’,31,70 which may lead to inequitable outcomes across 
racial and socio-economic groups, including in the health field. 
Categories of biases observed in uses of AI in healthcare relate to 
unfairness linked to model design, training data, and AI 
interactions with clinicians and with patients,15,71 as well as 
systematic methodological flaws in the ML literature for diagnosis 
and prognosis models using imaging data; and the fact that AI 
systems rely on forms of reductive reasoning and computational 
determinism, which may embed problematic assumptions about 
clinical decision-making and clinical practice.73

Marginalised groups face AI bias, and for migrants, the risk is even 
higher in immigration systems where AI can perpetuate harmful 
biases. Lack of data on the health of migrants leads to the risk of 
bias in AI systems dealing with their health: coverage of migrant 
data is incomplete and of insufficient quality in European health 
information systems.71 Migrants are vulnerable to types of bias 
found in a study76 of GPT-4, which showed significant biases in 
potential applications of LLMs in the clinical domain (medical 
education, diagnostic reasoning, clinical plan generation, and 
subjective patient assessment). They may also be vulnerable to 
biases which result from demographic shortcuts leveraged by 
medical imaging AI in disease classification introducing potential 
for bias and unfairness in real-world settings.77 

The marginalising of socio-technical factors in the context- 
dependent interactions between clinicians, their patients, and the 
broader health system73 is likely to disproportionately impact on 
migrants.

Spreading misinformation 
and disinformation

There is general concern about the occurrence of misinformation 
and disinformation in the health field.62

Migrants are often the subject of misinformation and 
disinformation.87 Various types of misinformation are encountered 
by asylum seekers,87 including official information that is 
inadequate or presented inadequately, outdated information, 
misinformation via gatekeepers and other mediators.

Lack of transparency 
and trust

Misinformation, disinformation, and AI- generated fictitious data 
can create distrust in health information and public health 
measures.

There is often a trust deficit faced by vulnerable individuals within 
migrant groups, which may be deepened by lack of familiarity with 
technology. 
Social factors, e.g. membership of historically marginalised 
communities, may lead to a higher level of mistrust in AI in 
healthcare applications.75 

Migrants are more likely to be subjected to technology-enabled 
surveillance and the potentials for systemic bias in AI decision- 
making and for the dissemination of misinformation. This limits 
confidence on all sides about the reliability and security of using 
AI-based approaches and raises concerns about the potential for 
human rights to be eroded.26

Data security, privacy, 
detection/misuse 
of personal data, and 
discrimination

To protect the privacy and security of the individual, maintaining 
the confidentiality of medical records is essential and they may be 
targeted by hackers.99 Vulnerability to breaches in data security is 
compounded by the lack of standard guidelines for ethical use of 
AI in healthcare.

Migrants face increased risks from profiling and misuse of personal 
data due to the sensitivity of their immigration and health data. 
Undocumented individuals largely avoid using health systems 
because they fear detention and deportation.75 Data breaches 
could result in loss of privacy and in stigma.

Legal and policy issues There is a general lack of effective regulation of AI, which impacts 
all users.

Migrants, particularly asylum seekers and refugees, face 
disproportionate consequences, particularly in the context of 
immigration enforcement.

Economic impact and job 
displacement due to 
automation

AI automation threatens the livelihoods of low-skilled workers in 
general.

Migrants are disproportionately represented in low-paid and 
insecure work and may be particularly vulnerable to job losses.

Ethics The wide-ranging capacities of AI-assisted digital tools has many 
implications for the privacy, confidentiality, accuracy, and security 
of information of individuals, with potential for use and misuse.26 

Ethical approaches require that all of these potentials are carefully 
evaluated to protect the rights of the individual while seeking to 
optimise their health benefit.

Ethical challenges include threats to the freedom of those 
migrants who do not have regular status; the security and 
confidentiality of information; informed consent; engagement of 
migrants themselves in designing, implementing and researching 
digital tools; access to mobile telephony and internet and the costs 
for the user; and access to health services for follow-up.

Table 1: AI challenges and risks for health for the general population and for migrants.
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using AI for the health for the general population and 
for migrants.

Opportunities, risks, and challenges for the 
European region
The rapid growth of AI applications in health has been 
likened100 to a largely unregulated ‘Wild West’ frontier, 
with fast development, unproven claims, and a lack of 
global standards, raising concerns about quality, patient 
safety, ethics, equity, and inclusion for vulnerable 
groups. The challenges have been acknowledged by 
different actors but, as noted by Denniston and Liu,101 

recognising the problem is easier than describing a 
solution.

At the regional level, Europe has significant poten
tial to develop common cross-border standards, regu
latory frameworks, and best practices for AI 
applications in health, while safeguarding the rights of 
individuals and groups. A variety of European in
stitutions contribute to shaping important components, 
including the WHO Regional Office for Europe (WHO- 
EURO) and European Observatory on Health Systems 
and Policies, European Commission, Parliament and 
Union, Council of Europe, and European Free Trade 
Association. While the geographical coverages vary (e. 
g., EFTA has 4 member countries, EU 27, Council of 
Europe 46, and WHO-EURO 53), many policies, stan
dards and practices are mutually aligned to support 
cross-border trade, services and movements of people, 
skills and data. A key pillar of the European Health 
Union is the ambition to create a common European 
Health Data Space (EHDS), aiming to foster a single 
market for electronic health records and provide a 
consistent, trustworthy, and efficient system for reusing 
health data in research, innovation, policy-making, and 
regulation, which is directly relevant to AI, health, and 
migrants.102

The EU has taken a major step in the regulation of 
AI through establishing the most comprehensive AI 
regulatory framework globally to date. The primary 
objective of the EU AI Act,103 which came into force in 
2024, is to ensure AI systems are developed and used in 
a manner that is safe, transparent, and respects 
fundamental rights. A key aspect is the adoption of risk- 
based assessment, in which AI systems are classified 
into four risk categories as minimal, limited, high, and 
unacceptable. This has important health implications, 
especially for migrants, with high-risk AI use cases 
such as biometric categorisation, healthcare eligibility 
determination, and emergency patient triage.104

Early critiques of the 2024 EU AI Act concerning AI 
in healthcare highlight ambiguous wording in many 
parts, with broad objectives that will require further 
detailed guidance, standards, and member state laws, 
alongside uncertainty about how the Act will interact 
with existing sector-specific legislation for medical 
AI.105 An analysis by van Kolfschooten and van 

Oirschot106 concluded that the AI Act insufficiently 
addresses the interests of patients and requires sector- 
specific guidelines in the healthcare sector. Schmidt 
et al.107 having mapped the regulatory landscape for AI 
in health in the EU, highlighted that future work should 
explore specific regulatory challenges, especially with 
respect to AI medical devices, data protection, and data 
enablement. Salaiman and Malik108 have also drawn 
attention to flaws in the Act’s risk-based approach, with 
private entities potentially empowered at the expense of 
patient autonomy.

Specifically in relation to migrants, arguments have 
been made that the Act does not sufficiently safeguard 
their fundamental rights, as it includes exceptions for 
large-scale migration databases, where regulations will 
only come into effect in 2030, and establishes a separate 
legal framework for the use of AI by law enforcement, 
migration control, and national security authorities, 
creating unjustified loopholes and potentially encour
aging the use of harmful systems for discriminatory 
surveillance of the most marginalised in society.109,110

A particular aspect of bias arises from the use of data 
that is not fully inclusive of the diversity in the popu
lation, uses historically skewed data as the basis for 
proxies or approximations, or fails to recognise biolog
ical diversity. For example, a model study76 evaluated 
whether GPT-4 encodes racial and gender biases and 
examined the impact of such biases on four potential 
applications of LLMs in the clinical domain (medical 
education, diagnostic reasoning, clinical plan genera
tion, and subjective patient assessment). The study 
found that GPT-4 exhibited significant biases across all 
areas, underscoring the urgent need for thorough and 
transparent bias assessments of LLM tools like GPT-4 
before they are used in clinical care. A study77 in three 
key medical imaging disciplines (radiology, derma
tology, and ophthalmology) incorporating data from six 
global chest X-ray datasets (four from the USA, one 
each from Spain and Vietnam), revealed that medical 
imaging AI leveraged demographic shortcuts in disease 
classification, introducing potential for bias and un
fairness in real-world settings.

Other research has emphasised the need to consider 
gender in the development of AI tools for health and to 
centre disability in technology policy, particularly in 
relation to health, to avoid discrimination.111,112 Some 
diagnostic algorithms are built to modify their sugges
tions based on a patient’s race or ethnicity to establish a 
risk assessment profile and guide clinical decisions.113 

Risks of algorithmic discrimination are pervasive and 
multifaceted, as recognised in the 2020 White Paper on 
AI from the EC which identified that increasing use of 
algorithms in Europe posed specific risks to funda
mental rights protection, especially in relation to 
equality and non-discrimination.114

A 2022 publication115 on algorithmic discrimination 
in health care examined from social, legal, and 

Personal View

www.thelancet.com Vol 57 October, 2025 13



technological perspectives whether the EU’s then- 
current anti-discrimination legal framework offered 
adequate protection to patients who face automated 
discrimination. The study concluded that, although the 
European Court of Justice has affirmed non- 
discrimination as a general principle of EU law, exist
ing EU anti-discrimination laws are poorly equipped to 
address algorithmic bias, highlighting an urgent need 
for reform, particularly in healthcare and within sec
ondary legislation such as directives and regulations. A 
comprehensive review116 of ethical considerations in the 
use of AI and ML in health care, published in 2024, 
noted that ethical considerations permeate every aspect 
of the development, implementation, and utilisation of 
AI and ML in health care. The review emphasised the 
need to critically evaluate each case and to foster a 
culture of ethical awareness and accountability among 
healthcare professionals, policymakers, technology de
velopers, and patients.

Limited data on migrant health increases the risk of 
bias in AI systems addressing their care. Bozorgmehr 
et al.117 note that migrant data in European health sys
tems is often incomplete and low quality, mainly due to 
political barriers at various levels that hinder the use of 
existing knowledge and guidelines. Including such data 
could greatly benefit public health programs. To be of 
value, they argue that the data needs to be dis
aggregated in relation to meaningful core categories 
that reflect the diversity of migrants in different and 
evolving situations with different migration trajectories. 
Acknowledging the risks regarding the anonymity of 
those migrants who are in vulnerable situations and 
fear identification and deportation, as well as regarding 
the political challenges and risks of including sensitive 
data on migration in health information systems, 
Bozorgmehr et al.117 emphasised the need for strong 
laws to protect the health data of those who are 
vulnerable or in fear of deportation from being used 
inappropriately (e.g., for immigration enforcement) 
while allowing access for researchers and practitioners 
and with possibilities for data linkage using privacy- 
preserving record linkage. To bridge the gap between 
current realities and intended goals, they proposed four 
key strategies: ensuring systematic collection, analysis, 
and sharing of data; developing methods to safeguard 
privacy when combining data from multiple sources; 
adapting survey methods to account for the diversity of 
migrant groups; and actively involving migrants in de
cisions about how their health data is used. This last 
point is also of importance in relation to research, 
which is discussed in the section below.

Research
While applications of digital technologies generally 
have been expanding rapidly in the health field, 
research focused on AI applied to the health of 

migrants has so far been limited. The following sum
marises types of studies published to date, highlighting 
conclusions and recommendations for further research.

AI-based diagnostic tools
In the health field, one of the most advanced applications 
of AI has been computer-aided detection (CAD) software 
for disease diagnosis, which uses deep learning to 
identify and analyse patterns in medical imaging, such 
as scans, as well as in patient-related data.46 While, in 
principle, these applications are relevant to migrants in, 
or intending to come, to Europe, several concerns have 
been raised in studies of such use, including issues 
relating to local capacities, ethics and privacy.

Tuberculosis (TB) has received significant attention in 
migration contexts because it mainly affects low- and 
middle-income countries, which account for over 80% of 
cases and deaths globally. Many destination countries 
require negative chest radiograph or sputum tests before 
allowing entry or travel from specified countries. The 
European Centre for Disease Prevention and Control 
(ECDC) recommends active TB screening soon after 
arrival for migrants from high-incidence countries, refer
ring those with abnormal chest X-rays for further assess
ment.118 Due to inconsistent policies and follow-up across 
the EU and EFTA, the European multi-country con
sortium E-DETECT TB was created to evaluate the effec
tiveness of migrant TB screening and subsequent care.119

Use of AI-based CAD for detection of TB and 
research on this application, both in the general popu
lation and in migrants, is summarised in Panel 6. This 
illustrates many important aspects of the evolving use 
of AI-based tools in clinical diagnosis, including the 
rapid adoption of new applications, limited research on 
their effectiveness in real-world settings beyond initial 
validation studies, insufficient involvement of relevant 
migrant groups in design, implementation, or research 
stages, and ongoing concerns about ethical and privacy 
issues. Several studies have drawn attention to the need 
for more research to fill these gaps.

AI-based applications in mental health
Migrants, particularly refugees and asylum seekers, 
face a high risk of mental illness, yet their access to 
mental health care services in host countries is 
frequently limited by various barriers. Digital solutions 
aiming to help fill this gap have become increasingly 
widely available, but often with little assessment of 
effectiveness.1

In a critical analysis of the literature (2010–2023) on 
the use of digital mental health interventions for the 
management and treatment of mental health disorders 
among refugees and asylum seekers, ten articles were 
selected.126 The study showed that the use of the digital 
interventions was associated with positive experiences 
among refugees and asylum seekers. None of the ten 
papers examined made reference to the use of AI in the 
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application studied. A systematic review127 published in 
2024 examined the efficacy of technology-based mental 
health interventions in minimising mental health 
symptoms among asylum seekers and refugees. The 
analysis found little evidence that digital interventions 
such as mobile based therapies, video conferencing 
and digital platforms significantly reduce depressive 
and anxiety symptoms among migrants and refugees 
and no substantial decrease in PTSD symptoms was 
observed after using a self-help mobile app. There was 
limited evidence that digital psychological therapies can 
reduce depression in these groups. Future study with a 
randomised experimental design is required to examine 
the effectiveness of digital treatments in lowering the 
impacts of mental health outcomes among immigrants. 
The need for further research was emphasised, but uses 
of AI were not mentioned in the review. As noted 

earlier, Jahani et al.85 highlighted the potential of AI 
assistance, including chatbots, for mental health issues 
among immigrants and refugees, while emphasising 
the need for validation of results among other concerns. 
Abdelrahman has highlighted that smartphone AI 
apps, designed to help millions of refugees manage 
mental health symptoms, can also be used for surveil
lance and border control, as well as for harvesting, 
storing, and selling information on refugee trauma, 
turning their experiences of loss, grief, and suffering 
into quantifiable and marketable commodities.20

Using AI to improve refugee integration and social 
wellbeing
Social determinants are an important factor in 
contributing to the health and wellbeing of migrants. 
For example, machine learning and optimisation to 

Panel 6: AI in computer automated detection of tuberculosis, including in migrants

A rapid expansion has been seen in the number of AI-based CAD products available on the market for detecting TB-related abnormalities from chest 
X-rays (CXR) and for identifying drug-resistant TB, and evidence has been presented that deep learning systems can perform at least as well as trained 
radiologists in active pulmonary TB detection.120

It has been emphasised that the evaluation of the use of these products in TB programmes needs to consider not only their diagnostic accuracy but also 
implementation-relevant features including operational characteristics, deployment mechanism, input and machine compatibility, output format, 
options for integration into the legacy system, costs, data sharing and privacy aspects, and certification, as well as regulations adapted to address health 
equity issues.121 In view of requirements for pre-migration testing for TB, circumstances of testing in potential migration source countries are relevant to 
migration into Europe.

WHO recommends the use of CAD for interpreting CXR to triage and screen for tuberculosis in people aged 15 years and older.122 A compilation of early 
user experiences from nine high TB-burden countries focused on practical considerations and best practices related to deployment, threshold and use 
case selection, and scale-up.123 It was noted that, In the absence of clear guidance, strategies for threshold selection were diverse and unstructured. 
Where practical, it was recommended that CAD software be deployed in parallel to human readers for a short duration, with sputum is collected for any 
abnormal CXR interpretation, including instances where the radiologist and CAD software have discordant results, permitting thresholds to be optimised 
in a ‘reality-based’ manner. Current challenges in most high TB-burden countries were noted to stem primarily from the absence of a nationally 
standardised unique citizen identifier, inconsistent data structures in comparison to legacy systems, and inadequate IT infrastructure, particularly in 
peripheral settings, as well as issues of equity of access and utility for persons affected by TB. Noting the explosive growth of AI in the healthcare setting, 
and in particular in the case of CAD software for TB screening, the necessity for increased frequency of updating policies and guidelines (which 
historically has usually been done on a lifecycle of 3–5 years) as well as for a reliable, open-source evaluation dataset to benchmark CAD software 
performance, was highlighted by the study.

One of the first comprehensive studies evaluating CAD systems independent of the CAD developer, in a population screened for TB using both culture 
results and expert radiologist assessments as reference standards, was reported in 2023 by Gelaw et al.124 The study examined the diagnostic accuracy of 
three AI-based CAD systems (CAD4TB, Lunit, qXR) for detecting pulmonary tuberculosis (TB) in global migrants screening CXR cases, when compared 
against both microbiological and radiological reference standards (MRS and RadRS, respectively). The study demonstrated that the three CAD systems 
had broadly similar diagnostic accuracy with regard to TB screening and comparable accuracy to an expert radiologist against MRS. Lunit performed 
better than both qXR and CAD4TB against MRS, and CAD4TB and Lunit better than qXR against RadRS. However, none of the CAD systems reached the 
minimum performance requirements of the WHO triage standard (90% sensitivity and 70% specificity). Moreover, Gelaw et al. noted that the 
performance of the CADs can be impacted by characteristics of subgroup of population, including age, gender, presence or absence of TB symptoms, 
HIV-positive status, and status as an ‘immigrant’ compared with those classified with a ‘refugee’ status.

A study published in 2024 evaluated 12 CAD products used with participants from a South African tuberculosis prevalence survey, in which the primary 
outcome was comparing the accuracy of products against microbiological evidence.125 The study reported wide variations in sensitivity, specificity and 
threshold level for TB detection. The products evaluated showed similar subgroup bias, universally performing worse in individuals aged 55 years or older 
than in individuals aged 15–34 years and some also performed worse in those with a history of tuberculosis. It was recommended that implementers 
such as national tuberculosis programmes seeking to use CAD should use on-site operational research to select the optimal threshold, rather than rely on 
extrapolating thresholds quoted in literature.
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find refugees new homes can significantly improve 
their chances of finding work within three months.128

AI can improve research on the social determinants 
of health and well-being for migrants by analysing large 
datasets, identifying patterns, predicting health out
comes, and pinpointing specific migrant groups 
disproportionately affected by negative social factors. 
This can ultimately support more targeted interventions 
and policies. At the individual level, it can assist in 
overcoming language barriers, building social net
works, finding information and support and countering 
loneliness, isolation and exclusion. Research to 
examine the extent to which specific AI tools and pro
grammes actually deliver these potential benefits is 
needed and to date few studies have been published.

An assessment in Greece evaluated how AI inte
gration improved outcomes of mobile apps designed to 
support integration for immigrants from Europe, Asia, 
and Africa attending free language classes, regardless of 
their residence or work permit status.129 The study 
found positive effects of ‘m-Integration’ applications on 
overall levels of societal integration, health and mental 
health. The patterns were gender sensitive, with the 
association between the number of m-Integration ap
plications in use and the reduction of adverse mental 
health symptoms being stronger for men than for 
women. This difference possibly reflects the gender 
disparities in access to and ownership of mobile 
phones, as well as familiarity with mobile applications 
within the immigrant population. This illustrates the 
value of taking an intersectional approach which con
siders more than a single dimension of identity such as 
refugee or migrant status, in developing effective digital 
tools for these population groups. Qualitative research 
by Islam et al.130 on digital primary care use among 
migrants in the UK revealed intersections between 
migrant status, gender, age, and income, with those in 
temporary housing especially at risk of exclusion or 
marginalisation.

Research agendas and guidelines for migrant 
health
WHO’s research agenda on health, migration and 
displacement provides a roadmap for building respon
sive health systems that are inclusive of migrants.131 

While not specifically mentioning AI or related terms 
such as deep or machine learning or big data, the 
document provides a framework of good practice for 
research on migrants and health. It emphasised the 
need for increased research and clear guidelines 
adapted to various settings, while prioritising global 
collaboration and the effective translation of evidence 
into policy and practice. The report also stressed the 
importance of considering life-course perspectives, 
examining intergenerational effects of migration and 
displacement, applying an intersectional lens, and 
incorporating greater diversity across gender identity, 

sexual identity, race, and ethnicity. Additionally, it 
highlighted the value of actively involving migrants, 
including refugees and other displaced populations, in 
participatory research approaches to ensure their per
spectives are represented.

MacFarlane et al.132 have called for a “paradigm shift 
in the field of refugee and migrant health” in the WHO 
European region to make participatory health research 
routine or normalised. A continuum of approaches to 
participatory health research has been developed.133

Research in humanitarian contexts
Ethical, political, and institutional concerns have arisen 
from the rapid and often uncritical adoption of AI in 
humanitarian contexts, including biometric and medi
cal data technologies, highlighting the need for collab
oration between practitioners and researchers to assess 
the broader implications of these medical data in
novations in humanitarianism.134 Ramezani et al.41 have 
presented a research agenda for the use of AI in health 
governance, including in aspects related to values, 
goals, objectives, plans, indicators, and indexes. Dwi
vedi eta al6 have provided a multi-disciplinary perspec
tive identifying questions requiring further research 
across three thematic areas: knowledge, transparency, 
and ethics; digital transformation of organisations and 
societies; and teaching, learning, and scholarly 
research. The avenues for further research include: 
identifying skills, resources, and capabilities needed to 
handle generative AI; examining biases of generative AI 
attributable to training datasets and processes; 
exploring business and societal contexts best suited for 
generative AI implementation; determining optimal 
combinations of human and generative AI for various 
tasks; identifying ways to assess accuracy of text pro
duced by generative AI; and uncovering the ethical and 
legal issues in using generative AI across different 
contexts. Based on UK research, Quyoum and Wong8 

argue that power-sensitive, participatory approaches 
co-designed with minoritised ethnic groups are essen
tial to address systemic injustices and inequalities in 
AI-driven digital services.

Identity, safety, and ‘caring for big data’ in 
research and implementation science
Machine learning and AI can be used to collect and 
analyse data from diverse social media sources. A study 
by Khatua and Nejdl135 examined tweets to identify the 
voices of migrants and analyse their concerns, 
employing deep learning and transformer-based 
models which identified three themes. These provided 
insights into generic views, initial struggles, and sub
sequent settlement in the host country. Migrant voices 
and perspectives are currently also being used in ma
chine learning approaches to generate ‘personas’ based 
on qualitative and quantitative datasets in ongoing 
research.136
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In a book exploring methodological and ethical 
challenges in digital migration research, Sandberg 
et al.16 emphasised the need for much closer attention 
to “caring for big data” to ensure that the researcher 
does not jeopardise migrants’ lives and safety. Public 
universities play a key role by educating researchers to 
recognise these challenges and engage in regional and 
global debates on the critical use of AI in an evolving 
digital landscape. More broadly, universities training 
future AI professionals must engage in developing and 
applying ethical principles, especially for AI use with 
vulnerable and marginalised populations.

There is strong potential for using pragmatic 
implementation science methods to evaluate how AI 
can improve health outcomes, including for migrants, 
while also minimising unintended consequences such 
as patient harm, inefficiencies in the system, and 
disparities in care delivery. A roadmap for applying 
ML techniques to address implementation science 
questions has been presented.137

The way forward
AI holds significant potential to improve health out
comes for migrants, including refugees and asylum 
seekers, by supporting targeted interventions, 
enhancing health literacy, and enabling timelier, needs- 
based access to care. However, efforts to reap these 
benefits need to be accompanied by high levels of 
awareness of the challenges and risks. These include 
the unreliability of AI-generated information, its po
tential to reinforce inequities among marginalised and 
gendered communities, limited validation of AI in 
health care, lack of robust evidence on clinical out
comes, absence of migrant perspectives, and AI use in 
surveillance and tracking of migrants, especially asylum 
seekers and refugees. The use of AI as a tool in the 
management of borders and immigration poses 
particular risks for migrants who are undocumented, 
irregular or intending to seek asylum. Effectively 
balancing the benefits and risks of AI use requires 
strong international and multi-sector collaboration, a 
clear understanding of the diverse and individual cir
cumstances of migrants, and a firm commitment to 
prioritising ethical principles grounded in a human 
rights framework. While AI offers promising technical 
tools, it is important to understand that it is not a cure- 
all for political or social issues such as inhumane 
treatment or systemic biases and discrimination. 
Therefore, its applications must be approached with 
great caution, grounded in the principle of ‘do no harm’, 
and carefully monitored during implementation.

Although this paper primarily focuses on the 
European context, the challenges and opportunities 
discussed are relevant globally. Migrants often pass 
through multiple countries before reaching Europe, 
highlighting AI’s potential and risks across regions. 

Therefore, the findings and recommendations may 
apply beyond Europe to global migration policies and 
digital rights frameworks, with applicability varying 
based on country and migrant circumstances.

Action at the European level involving its gover
nance institutions such as the Council of Europe, EC, 
and EU along with the World Health Organization 
(WHO), major tech companies, humanitarian organi
sations, national governments, and migrants them
selves including vulnerable groups like refugees and 
asylum seekers will be key to advancing a human 
rights-centred approach for ethical AI use. This action 
must be supported by continuous human oversight, 
including expanding the use and effectiveness of 
Explainable AI or Explainability by Design, legislation, 
policy development, regulation, and research to set and 
uphold standards that ensure equity and prevent bias. 
Urgent progress on this agenda will facilitate the global 
development of appropriate infrastructure and stan
dards, ensure transparency and accountability in AI 
use, and build trust among migrants and the organi
sations serving them. Importantly, it will place the re
sponsibility for ethical AI use on international agencies, 
governments, and major tech companies, reducing the 
need for migrants to take defencive measures 
themselves.

Search strategy and selection criteria

To develop the literature set informing the perspective presented in this Personal 
View, a detailed and systematic search strategy was implemented across Google, 
Google Scholar, PubMed, Scopus, ScienceDirect, and open-access databases from 
pertinent organisations, including the International Organisation for Migration 
(IOM), EC, EU, and World Health Organization (WHO). The strategy was specifically 
designed to explore the intersection of artificial intelligence (AI) applications and 
health outcomes, particularly for migrant and refugee populations. It was based 
initially on three concepts and combined using Boolean terms (AND, OR): AI AND 
Migration AND Health. For the first concept, the search terms included “artificial 
intelligence”, “AI” “machine learning” “language models” “chatbot” and 
“algorithms”. These were paired with keywords relevant to the target populations, 
such as “migration” “migrant” “refugee” “displaced populations” and “displaced 
community”. To address the health theme, terms like “health” “wellbeing” “care” 
“healthcare” and “mental health” were included. Additionally, to refine the scope 
and consider regional and ethical dimensions, keywords such as “Europe” 
“European” “best practice” and “ethics” were incorporated. Co-authors also 
provided references from their own literature sets as they contributed text to the 
drafting. After the first complete draft was assembled, an additional literature 
search was conducted across the above databases, on specific topics that were 
emerging as important areas in the text, e.g., “AI Ethics” AND “Migrant Health”, 
“AI Bias” AND “Healthcare for Migrants”, “Data Privacy” AND “AI” AND “Migrant 
Health”, “AI in mental health for migrants”, and “algorithmic discrimination in 
healthcare”. The final reference list was curated based on the relevance and quality 
of the studies regarding the topics within the extensive scope of the review, as well 
as priority for papers published in the last five years and papers concerning the 
European region.
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