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Key findings from the mapping

 Ȱ A vibrant and inclusive digital economy and society is highly dependent 
on the quality and flow of information from a diverse range of sources. The 
integrity of this information is needed for social and economic development 
at the national level, and is essential to the Sustainable Development Goals. 
As such, equitable and universal access to information, and ensuring its 
integrity, are central principles of public interest governance.

 Ȱ The increasingly globalised and dynamic nature of the digital economy 
is characterized by a high concentration of social network platforms, AI 
companies and search services and the advanced data-driven technologies 
used by them. The integrity of the volumes of information generated and 
distributed online calls out for international cooperation.

 Ȱ Information integrity in the digital realm faces a proliferation of challenges 
to its accuracy, reliability, and trustworthiness. The resulting harms and 
human rights abuses run directly counter to sustainable social, political 
and economic development.

 Ȱ There are rapid increases in the speed and scale of threats to information 
integrity. This reflects the confluence between the falling cost of producing 
digital content, which is accelerated by Generative Artificial Intelligence 
(AI), and the distribution of rising volumes of content as afforded by social 
media and search services. Challenges in effective content moderation 
on the one hand, and the sustainability of news media on the other, are 
intimately bound up with the rise of risks to information integrity online.

 Ȱ The benefits of digitally extending “voice,” diversity, and greater citizen 
involvement in the wider communications landscape may be fundamentally 
derailed unless the growing harms associated with being, or coming, 
online are mitigated.

 Ȱ There is recognition internationally that gaps in human rights-based 
governance and shortfalls in self-regulation need to be addressed. This 
provides an opportunity to better align platforms and AI content-related 
services with the imperative of information integrity.



 Ȱ Human rights and fundamental freedoms, including freedom of expression, 
provide the foundation for governing online content in the public interest 
and developing safeguards for children, women and others whose rights 
are disrespected online.

 Ȱ Revisiting governance for information integrity implicates different policies. 
These range from transparency of digital services and the fostering of 
media and information literacy, through to assuring news media’s viability. 
Regulatory frameworks are increasingly taking account that the information 
ecosystem cuts across the spheres of governing media, social media, 
search and AI. There is also growing acknowledgement that, within the 
plurality of online content which meets integrity criteria, there is special 
value to be attached to the kind of information which counts as a public 
good. This includes information availed by public authorities and that 
produced through the professional reporting of news.

 Ȱ The state of research shows there is a need to build governance capacity, 
increase access to data and strengthen knowledge production in order to 
gauge and address systemic risks. Without an evidence-base, it is complex 
to design digital policies and also to assess the impact of governance 
reforms affecting the information space.

 Ȱ G20 members may wish to consider locating national strategies for 
information integrity within the wider landscape of digital governance 
debates and actors. This also entails considering the global character of the 
challenges of the “digitalisation”, “datafication” and “platformisation” of 
communications. A range of possible strategies for promoting information 
integrity are elaborated in a companion document.
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Introduction
Freedom of expression is the bedrock of the marketplace of ideas and the 
circulation of information, which are in turn vital for transparency and societal 
progress. These are also regarded as essential for optimum outcomes in 
economic markets, and in science and socio-political life broadly. When the 
information marketplace malfunctions, buyers and sellers lose choice and 
become vulnerable to scams and other crimes. The online space becomes 
untrustworthy and unsafe, while citizens’ health, environmental and democratic 
rights become casualties. There is a grave imbalance between the volume and 
virality of corrupted content on the one hand, and information that counts as 
a public good on the other.

So important is information to the functioning of economic and public life 
that historically there has been extensive governance in this realm, such as to 
promote universal access and to address information asymmetries which impede 
firms and citizens’ effective participation in economy and society. Governance 
to this end has entailed mixes of regulation, co-regulation and self-regulation.

In contemporary society, policy-makers are increasingly seized with the 
access to, and the quality of, information accompanying the digitisation and 
platformisation of the content marketplace. Disinformation and misinformation 
are not new to humanity, but are reaching levels that both overshadow and 
undermine the flow of reliable and accurate information. This is due to the 
velocity and volumes at which digital content is now being generated and 
disseminated. Hence the increasing embrace of the concept of “information 
integrity” to signal a value of key policy importance for the digital economy 
(See “Definitions and Frameworks” below for more on this concept).

Research shows that information, if governed in the public interest and 
aligned to international human rights law, is a vital ingredient for protecting 
and promoting fundamental freedoms, scientific innovation and sustainable 
development, reducing poverty and hunger, and combatting corruption. 
Digitalisation increasingly cuts across all sectors of the economy and society, 
driving efficiencies, reducing costs and improving productivity through improved 
information flows. In this dynamism, however, there are two key conditions 
for progress: firstly, combating threats to information integrity, and secondly, 
advancing those types of data, information and knowledge which can count 
as a public good. In this way, information can play its role in nurturing effective 
and inclusive markets, fostering openness and spurring innovation.

https://dare.uva.nl/search?identifier=3736209e-f8da-44e5-9494-7479fdda9585
https://unesdoc.unesco.org/ark:/48223/pf0000389301
https://unesdoc.unesco.org/ark:/48223/pf0000389301
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The COVID-19 pandemic highlighted the significance of information integrity 
in managing an existential public health crisis. This is also increasingly evident 
in regard to the pressing need to mitigate climate change. Monitoring and 
countering climate disinformation is essential to be able to strengthen action 
against climate change such as at the COP30 in 2025 and the media’s role 
therein, and in follow up on the focus of the 3 May 2024 World Press Freedom 
Day and the Santiago+30 Declaration. Digital inclusion and gender equality 
targets are put at risk by gendered disinformation and online gender-based 
violence such as trolling, stalking and doxing. In what is called the 2024 Year of 
Elections, information integrity is more central than ever to electoral integrity. 
The erosion of integrity of information is thus a major challenge for making (and 
assessing) progress towards the Sustainable Development Goals.

Governance for information integrity cannot be considered outside the political, 
cultural and social context in which it takes shape – therefore a whole-of- 
-society approach is needed. Particularly significant are the globalising but 
highly uneven trends of digitalisation, datafication and platformisation and the 
imbalances in opportunities for people in most parts of the world in regard 
to these developments. Some of the main considerations in contextualising 
information integrity online include:

 Ȱ The fact that more than half the world’s people do not have meaningful 
Internet access, and for those online there are low levels of media and 
information literacy, including AI and data literacy. Many people appear to 
lack adequate critical skills to understand the online content environment, 
and there are operational and conceptual challenges in empirically 
measuring the deficit in knowledge and capacities.

 Ȱ Digital inclusion depends on meaningful connectivity as well as the range 
of literacies needed to navigate digital transformations. The problems 
pertaining to online information integrity can severely impact societies at 
large, having at least indirect impacts on the 2.7 billion people who do not 
have meaningful and affordable access to digital communications. The same 
applies to large swathes of people disadvantaged by internet shutdowns 
and end-user social networking taxes, as well as high connectivity costs.

 Ȱ The advantages of being connected online are inhibited by a range of 
deep divides in capacities, innovation and data, and by inadequate safety 
guardrails in available services.

https://www.gov.br/planalto/en/latest-news/2023/12/brazil-is-formally-elected-host-country-for-cop-30
https://www.unesco.org/en/days/press-freedom
https://www.unesco.org/en/days/press-freedom
https://wan-ifra.org/the-santiago-30-declaration/
https://www.unwomen.org/en/what-we-do/ending-violence-against-women/faqs/tech-facilitated-gender-based-violence
https://indonesia.un.org/en/238874-our-common-agenda-policy-brief-5-global-digital-compact?afd_azwaf_tok=eyJhbGciOiJSUzI1NiJ9.eyJhdWQiOiJpbmRvbmVzaWEudW4ub3JnIiwiZXhwIjoxNzI1NDAzMDA1LCJpYXQiOjE3MjU0MDI3MDUsImlzcyI6InRpZXIxLTZjNjg2NGI1OGYtNTJrdnEiLCJzdWIiOiI0Mjg6ZjAwNzo3ZTpiMGE6ODZlZDphNTkwOmQzOGE6OTU1NiIsImRhdGEiOnsidHlwZSI6Imlzc3VlZCIsInJlZiI6IjIwMjQwOTAzVDIyMzE0NVotMTZjNjg2NGI1OGY1Mmt2cXZtNXEyY244MWcwMDAwMDAwODVnMDAwMDAwMDByNzRmIiwiYiI6Inc2cXZ4VHY5d3NIajBWTzhPZ19NYU5jMEpPUG8xMGZneWd3ZGNST1l6YVEiLCJoIjoibTc5dEQ0UnpXZGIzcEVrTndEUVhhRmExMXhnUFhsT2dyOV9GeE9sakktTSJ9fQ.D6SRHlI5JEYiuTy2YUvH_ZEN_Dd6tdLTk0UTiRxYM7lFwAaBu6clvsn74wqT2dsD-fZ6bAkpalgAEfnCgNWNsEDmwa4jw5R0TICNm0Me4OlM0XM7XYl5y0lL1Ee8-RTmBFCCsEI1X2pOzW3zzOSAVKqj_-p-ih-7kfgbNBVCTrYHUu7ozXFiolQHaG1Ve78gbgVAh3qn_HENP-fmRaDlrdfPCsDGgwpvWNWCTiEUrr8XKRDVIIdKhkMmbneEPDWXxljrNK8Veq9ZBT5lt2pKj15Uy0GFweJyKq19LJBrDmj5PFLwzZrTGgAGX2IAaR-uL5QPReU1OsklhwZwKhkFsw.WF3obl2IDtqgvMFRqVdYkD5s
https://www.brookings.edu/articles/internet-shutdowns-cost-countries-2-4-billion-last-year/
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 Ȱ Online mis- and disinformation and hate speech are being exacerbated by 
the advanced data-driven technologies associated with business models 
reliant on data extraction and attention economics. Combined with market 
concentration, cuts in staff working on self-regulatory “trust and safety” 
compliance, an expansion of bots in the digital ecosystem, and the rise of 
AI-generated content, the result is an increased vulnerability for information 
integrity. There is increased velocity, volume and virality of content on social 
media and search, but a reduction in its verisimilitude. All this makes it 
harder to adapt digital opportunities to foster fundamental freedoms and 
sustainable development.

 Ȱ Early assessment of the impact of massively increased output of content 
resulting from Generative AI, portends an intensified risk to information 
integrity. This goes beyond malicious deployments, to further cover the 
problems of generated content that is often inaccurate and which content 
also frequently rests upon narrow values and biased data that reflect 
underlying discriminatory practices.

 Ȱ With the potential to undermine human rights and fundamental freedoms, 
disaster relief, public health management and even human agency, the 
loss of information integrity often harms the people – both online and 
offline – who are least able to mitigate the risks.

These challenges reflect what the UN Secretary General calls “a massive 
governance gap,” that perpetuates digital inequality and data injustice, and 
further damages trust in the digital economy and society more broadly. Such 
governance is relevant to the production, dissemination, and consumption of 
content, and to users’ rights in the process. At each of these three stages in the 
chain, measures can be taken serve to foster information integrity parameters 
aligned to fundamental freedoms and sustainable development. The overall 
outcome of renewed governance initiatives would be to mitigate threats to the 
information ecosystem, while at the same time strengthening those parts of it 
which do contribute information with integrity to the whole. This goal further 
entails efforts that empower users and strengthen their protection through 
ensuring effective reporting mechanisms and redress when suffering online 
harm. It calls out for the implementation of human-rights-based standards 
that incorporate safety by design throughout digital technology and digital 
services. These measures are vital for the digital economy, but also have wider 
societal benefit.

https://duco-public-static-assets.s3.amazonaws.com/Duco+TnS+MRR-+FINAL.pdf
https://indonesia.un.org/en/238874-our-common-agenda-policy-brief-5-global-digital-compact
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The questions arising from contemporary challenges to information integrity are:

 Ȱ What are the main digital trends that are currently compromising 
information integrity and how are they doing so?

 Ȱ What actors and governance mechanisms exist to counter the harms 
associated with these trends, and to advance information as a public 
good in their place?

 Ȱ What are the implications for information integrity when considerable 
numbers of people are unable to participate in the increasingly digital public 
sphere, but are nevertheless significantly affected by what happens online?

 Ȱ How can international co-operation help individual jurisdictions to align 
their interventions for information integrity to human rights law and 
enhance their effectiveness?

This report maps the landscape of problems in the current period, and the 
underlying causes. It examines how governance stakeholders are responding, 
and it charts the range of actors and initiatives. Finally, it signals lines of 
action which can inform possible solutions to address these challenges, as are 
elaborated in a companion report to this document.

Definitions and frameworks
Information Integrity
The UN Secretary General’s policy brief 8 elaborates that information integrity 
“is threatened by disinformation, misinformation and hate speech”. This is 
helpful in understanding what information integrity is not, even although it does 
not venture into conceptualising what its essence actually is beyond being the 
opposite of the threatening content.

For the purpose of this report, understanding the elements in opposition to 
“information integrity” draws upon a UNESCO-ITU Broadband Commission 
report. That study highlights the communications that are false or misleading, the 
degree to which people are aware of this and the corresponding motives behind 
such content (intentionally deceptive content as disinformation, unintentional 
as misinformation). The same study also points to deployment of messages 
for advocacy to incite violence, hostility or discrimination, as constituting hate 
speech. When information exists in these forms, it can be considered to be in 
contradiction with “information integrity”.

https://www.un.org/sites/un2.un.org/files/our-common-agenda-policy-brief-information-integrity-en.pdf
https://www.broadbandcommission.org/publication/balancing-act-countering-digital-disinformation/
https://www.broadbandcommission.org/publication/balancing-act-countering-digital-disinformation/
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Going further to designate the positive meaning of “information integrity”, 
a starting point is UNDP’s observation that the concept is borrowed from 
corporate systems, where it refers to information security and data protection 
within enterprises. Applied more broadly, information integrity is determined by 
“the accuracy, consistency, and reliability of the information content, processes 
and systems to maintain a healthy information ecosystem.” Building upon this 
base are the UN Global Principles for Information Integrity. These propose that 
the integrity of the information ecosystem is “where freedom of expression is 
fully enjoyed and where accurate, reliable information, free from discrimination 
and hate, is available to all in an open, inclusive, safe and secure information 
environment”. The Principles add: “Information integrity entails a pluralistic 
information space that champions human rights, peaceful societies and a 
sustainable future. It holds within it the promise of a digital age that fosters 
trust, knowledge and individual choice for all”.

The OECD’s Facts not Fakes: Tackling Disinformation, Strengthening Information 
Integrity highlights the importance of taking a comprehensive approach, tailored 
to country contexts, that emphasises the need to create an environment for 
reliable information to thrive. So too does the Global Declaration on Information 
Integrity Online, adding that the concept offers a positive vision of a broader 
information ecosystem that respects human rights and supports open, safe, 
secure, prosperous and democratic societies.

Relevant to elaborating on information integrity as a concept are UNESCO’s 
principles for an information ecosystem that can address the challenges of 
mis- and disinformation and hate speech. Its 41st General Conference endorsed 
the principles of the Windhoek+30 Declaration in November 2021, following a 
multistakeholder process that began at the global celebration of World Press 
Freedom Day in May of that year. The UNESCO Declaration advocates for 
information as a public good in the context of freedom of expression. It sets 
out three steps to guarantee information as a shared resource for humanity: 
the transparency of digital platforms, citizens being empowered through 
media and information literacy, and media viability being secured. Later, 
also through a multistakeholder process initiated by UNESCO, Guidelines 
on the Governance of Digital Platforms were elaborated for a coherent and 
comprehensive rights-based approach that advances information integrity as 
regards the major distribution channels of content.

https://www.undp.org/policy-centre/governance/publications/strategic-guidance-information-integrity-forging-pathway-truth-resilience-and-trust
https://www.un.org/en/information-integrity/global-principles
https://www.oecd-ilibrary.org/governance/facts-not-fakes-tackling-disinformation-strengthening-information-integrity_d909ff7a-en
https://www.oecd-ilibrary.org/governance/facts-not-fakes-tackling-disinformation-strengthening-information-integrity_d909ff7a-en
https://www.government.nl/documents/diplomatic-statements/2023/09/20/global-declaration-on-information-integrity-online
https://www.government.nl/documents/diplomatic-statements/2023/09/20/global-declaration-on-information-integrity-online
https://unesdoc.unesco.org/ark:/48223/pf0000378158
https://unesdoc.unesco.org/ark:/48223/pf0000387339
https://unesdoc.unesco.org/ark:/48223/pf0000387339
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It has been observed that the meaning of integrity in regard to accuracy 
and reliability varies from context to context and that realities on the ground 
are particularly affected by who controls the production, distribution and 
consumption of information. Further, the case is made that attention is also 
needed to fidelity, safety, and transparency. Academics have flagged some 
limits related to the origins of the concept in information security and argued 
that in a wider information environment, the consistency criterion has to be 
understood as an issue of access to information.

All this suggests that “Information Integrity” merits further elaboration in terms 
of definition, especially in situations where it may be given legal weight. At 
the same time, it is evident that the concept, understood broadly, highlights 
key information parameters to be valued and, conversely, those which run 
counter to them, and which can be treated as obstacles to human rights and 
sustainable development.

While states will develop varying approaches to information integrity, all are 
expected to align with obligations under the International Covenant on Civil and 
Political Rights (ICCPR) which describes freedom of expression as entailing the 
freedom of individuals to seek, receive and impart information, and provides 
for limited restrictions only under the conditions of legality, proportionality and 
legitimate purpose.

Considering information in economic terms
Information may be primarily public or private in its availability, but it can be 
of economic value in either case. Amongst publically-available information, 
is that content which is offered through systems like free-to-air broadcasting, 
the public-domain publishing of research outputs, and that availed by public 
authorities. Private information includes that available only through paywalls 
and subscriptions, as well as that content which is justifiably confidential to 
individuals and/or institutions. Longstanding mechanisms that complement the 
private provision and circulation of information, are public service broadcast 
services with elaborated mandates (such as multi-lingualism), “must carry” 
provisions for private broadcast channels, and media diversity funds. In the 
digital era, there are also strategies to ensure universal access to the Internet 
as a central element of the contemporary public sphere.

https://www.techpolicy.press/why-do-we-need-to-discuss-socalled-information-integrity/
https://www.lawfaremedia.org/article/what-does-information-integrity-mean-for-democracies
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Information counts as a public good when it meets two conditions. First, it 
is “non-excludable,” meaning that in its provision no one can be excluded 
(as in the case of public broadcasting or parliamentary records). Second, it is 
“non-rivalrous,” meaning enjoyed repeatedly by anyone without diminishing 
the benefit to others. Information, and data, can be a pure public good, or be 
classified as “merit goods”. This latter means the consumption of information is 
not a zero-sum game, even if (for example), commercial barriers exclude some 
actors. Both public and merit information goods have clear benefit to societies 
and economies, but such gains will only accrue if information has integrity.
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Contemporary challenges 
to information integrity 

and their causes
Research commissioned by UNESCO in 2022 identified interrelated challenges 
linked to social media platforms and search services. It noted how threats, such 
as health dis- and misinformation, can incur major costs and cancel out the 
various benefits of digital communications. These problems not only persist in 
2024, but appear to be worsening. Current trends include harms to: women, 
children, people with disabilities and vulnerable individuals, election integrity, 
the fight against climate change and its disruptive impact on society and the 
economy, the financial viability of news media, and the accountability of powerful 
entities. These trends, including the phenomenon of racism online, are detailed 
in Appendix A. It is evident that the situation is being exacerbated by the rise 
of Generative AI which super-charges the production and targeting of content 
that is potentially harmful to human rights and sustainable development. Current 
configurations of this recent technology are also threatening the prospects for 
information integrity by means of social, linguistic and knowledge biases, along 
with false content or made-up content (“hallucinations”) and opaque systems 
that exploitatively scrape copyrighted online content sources.

Driving the proliferation of challenges to information integrity are six major 
factors outlined below. It follows from this outline that a corresponding set of 
governance measures – spanning regulation, co-regulation and self-regulation 
systems – would be needed to comprehensively address the full package of 
determinants. As elaborated (with references) in Appendix B, the six factors are:

 Ȱ The business model of platforms, with associated AI recommender 
systems, continue to be based on what the United Nations Economist 
Network describes as the attention economy. Based on data-mining, 
this particular logic feeds the circulation of potentially harmful content, 
including micro-targeted and AI-generated content and advertising.

 Ȱ Automated advertising: Opaque and centralised advertising exchanges, 
dominated by platform companies, continue to drive online advertising 
spending and placement, channelling revenues to fraudulent content as 
well as falsehoods about health and climate.

https://unesdoc.unesco.org/ark:/48223/pf0000385813
https://www.cca-reports.ca/reports/the-socioeconomic-impacts-of-health-and-science-misinformation/
https://www.un.org/sites/un2.un.org/files/attention_economy_feb.pdf
https://www.un.org/sites/un2.un.org/files/attention_economy_feb.pdf
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 Ȱ Manipulation: The abuse of platforms for disinformation and hate speech 
shows no sign of diminishing, and there is evidence of AI-generated 
tools being used for these purposes. This is despite high-profile calls for 
stakeholders to refrain from doing so.

 Ȱ Spending priorities: Platform failures in moderating content and dealing 
with user complaints and appeals continue at scale, reflecting insufficient 
investment in these areas. In the absence of legally binding safety standards 
in most jurisdictions, major platforms have reduced their human capacity in 
“trust and safety” even while automation remains inadequate. Generative AI 
chat services have been rushed to market with much hype, but insufficient 
safeguards and warnings, despite their tendency to fabrication and affordances 
for “prompt-hacking” working for purposes at odds with information integrity.

 Ȱ Stakeholder knowledge deficits: With the advent of Generative AI, the 
provision of media and information literacy and the evaluation of its impact 
are facing even more complicated challenges than previously. AI literacy and 
data literacy, and the political economy of tech business models, are still 
far from being integrated into the remit of media and information literacy.

 Ȱ Problems in policies and implementation: Major social media services 
have rolled back policies against hate speech and misinformation. Reports 
also show backsliding on election integrity and openness to electoral 
partnerships. There is continuation of unequal transparency standards for 
different jurisdictions, and, linked to spending priorities, unequal treatment 
of different users and jurisdictions. In terms of application of policy, generic 
rather than tailored formulae are deployed, such as provisions about postal 
votes which do not apply in the country concerned.

 Ȱ More research is needed: The studies referenced in this mapping can assist 
policymakers in further defining the parameters of human rights-based debate 
for strengthening information integrity. Still, much more research is needed in 
a very fast-changing field. Further, more investment is needed in comparative 
studies and with a focus on the global south. The rapid developments related 
to Large Language Models in content production and moderation are only 
just becoming the object of research by different institutions. However, a key 
constraint, which calls out for governance action, are the inadequate (and in 
many cases, shrinking) transparency affordances of digital companies (platforms 
and AI companies), and the costs and unequal standards for data access for 
actors outside of Europe and the USA. The result is that independent researchers 
and journalists are inhibited from playing a comprehensive monitoring role that 
could benefit the public interest in governance that favours information integrity.

about:blank


Mapping the Information Integrity Debate and Informing the Agenda of the G20 19

A shift towards changes  
in digital governance

In its review of tech companies’ 2022 transparency, Ranking Digital Rights 
found that none of the 14 digital platforms evaluated earned a passing grade. 
It reported that they failed to disclose adequate information about how they 
conduct human rights due diligence, moderate online content, test and deploy 
algorithmic systems, and use personal data. The observatory concluded that 
the “companies are content to conduct business as usual”.

Against this background, it is evident that the tide is turning in many countries 
away from a previous absence of external regulation around content (with a 
powerful exception being the US’s Digital Millenium Copyright Act). Outside 
of copyright, the general situation has been to allow a patchwork of self/
solo-regulation by individual digital services, including the newer Generative 
AI ones. External governance, which has relied mainly on developing norms 
and issuing ethical exhortations, is now considering stronger frameworks. 
Prominent cases in the recent past are the European Union’s package of digital 
regulations, as well as recent experiences in many other G20 countries, including 
the electoral regulation in Brazil.

The trend towards stronger societal governance, incorporating both laws 
and “softer” measures relevant to digital services, matches public opinion 
in many places. For example, a survey by UNESCO/IPSOS found that in 16 
countries scheduled to have elections in 2024, nine out of ten respondents were 
worried about disinformation and hate in their upcoming polls, and wanted 
actions by the platforms, government and regulatory bodies. In the US, nine 
of ten members of the Institute of Electrical and Electronics Engineers (IEEE) 
want to see stronger AI governance, and especially on data privacy and risk 
assessments, both of which can be relevant to information integrity.

The governance debate today has therefore become about the mix of regulatory 
systems and various regulatory bodies, including self-regulation systems by 
digital service providers, and also encompassing discussion of multi-stakeholder 
involvement in hybrid arrangements. The discussion further entails which actors 
are obligated to build societal resilience for information integrity, such as by 
promoting media and information literacy and fact-checking, and supporting 
independent news media.

https://rankingdigitalrights.org/rankings-report-cards/2022-executive-summary/
http://www.copyright.gov/legislation/dmca.pdf
https://www.derechosdigitales.org/wp-content/uploads/DD-Desinfo-2023-PT.pdf
https://www.ipsos.com/sites/default/files/ct/news/documents/2023-11/unesco-ipsos-online-disinformation-hate-speech.pdf
https://spectrum.ieee.org/regulating-ai-ieee-survey


Mapping the Information Integrity Debate and Informing the Agenda of the G2020

Responses to these questions need to be assessed as to their appropriateness to 
countering online content that potentially harms human rights and sustainable 
development, advancing access to data and information, and fostering that 
type of information which counts as a public good.

The debates come at a time of technological change. What had already become 
a complex governance issue concerning social media and search services (and 
their uses of classificatory AI and algorithms for ranking, recommending, and 
filtering content flows) has been further complicated by the launch and massive 
uptake of Generative AI, such as ChatGPT, and growing interest in governing 
AI across a range of elements and fields of application.

Evidence shows that the spread of Generative AI is massively increasing the 
volume of digital content, including potentially harmful content, as well as 
enabling its micro-targeted customisation and distribution via the social media 
platforms. The main social media platforms are also now investing in Generative 
AI models, that will more and more underpin content-creation which in turn 
will disseminate via their distribution services. Questions over the reliability 
and provenance of content output by Generative AI and circulated at scale are 
compounded by the negative impacts of this on traditional content producers 
such as news media and cultural creators whose intellectual products are 
arguably often being exploited, and who also both risk being undercut and 
overshadowed by the big AI operators. At the same time, AI can be used 
to more rapidly detect disinformation and allow for earlier intervention and 
deployment of counter narratives.

In the confluence of enhanced capacities for low-cost content production and 
content distribution, there are intersecting technology and business circles in 
play. These make for new challenges, but also opportunities, for governance 
that seeks to advance information integrity in general and information as a 
public good in particular. The picture now is that governance of actors (and 
behaviours) in the interests of information integrity covers not just social 
media and search services and their users, but also the more wide-ranging 
and cross-cutting significance of AI.

An illustration is the debate about whether open or closed models of AI merit 
different regulatory considerations for “safety”, and at what stage of the AI 
lifecycle. This debate further covers what is to be meant by “safety” and what 
risks there are to people’s rights to security, public health and equality. Rules 
for these matters can have an outsize impact on the information ecology and 

https://informationdemocracy.org/wp-content/uploads/2023/08/Report-on-Pluralism-Forum-on-ID.pdf
https://medium.com/@jam.canda/the-role-of-ai-in-content-moderation-and-online-safety-1d7d18aeb69d
https://www.techtarget.com/searchenterpriseai/feature/The-implications-of-generative-AI-for-trust-and-safety#:~:text=Proliferation%20of%20high%2Dquality%20harmful,to%20abuse%20and%20hate%20speech.
https://www.brookings.edu/articles/how-ai-will-transform-the-2024-elections/
https://academic.oup.com/pnasnexus/article/3/2/pgae035/7591134?login=false
https://www.linkedin.com/posts/gzero-media_open-or-closed-models-regulating-generative-ugcPost-7175922284136669184-5xP9/
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information integrity in particular. A UNESCO publication shows many gaps 
which may also be relevant to the issue of content governance.

Because AI governance runs across (and beyond) aspects of content production, 
social media and search distribution, a holistic understanding is needed of its 
impact on the governance of these as regards information integrity. Thematic 
issues that span the combined landscape include (amongst others): company 
size and power; business models (and digital advertising); transparency and 
research access; data governance (including portability); privacy; intellectual 
property; human rights and fundamental freedoms.

In this light, considered narrowly, measures such as the Digital Services Act, 
the UK Online Safety Act, and the Canada bill are focused especially on social 
media and search companies. Yet, it is also necessary to assess these within the 
content significance of other regulatory initiatives. Examples are the EU’s Digital 
Markets Act rules on inter-operability in messaging services, and intersections 
of content and AI measures in places ranging from Canada, Brazil, and China 
to India, the UK, the US, and other initiatives.

Figure 1. Below shows the expanding realms of governance that impact  
on informational space, including Generative AI and other forms of AI

Overlapping governances

Media Media MediaPlatforms Platforms

Generative 
AI

Other AI

https://unesdoc.unesco.org/ark:/48223/pf0000384787
about:blank
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
https://www.legislation.gov.uk/ukpga/2023/50/enacted
https://www.canada.ca/en/canadian-heritage/services/online-harms.html
https://digital-markets-act.ec.europa.eu/index_en
https://digital-markets-act.ec.europa.eu/index_en
https://iapp.org/media/pdf/resource_center/global_ai_law_policy_tracker.pdf
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Key debates
Countries are showing multiple approaches for governing the digital ecosystem 
– including AI and its potential intersections with content.

A key issue is the responsibility and liability along the digital communications 
value chain. This covers not just users, but also data and the tools. It extends 
to actual uses of digital content production possibilities; to the platforms for 
distribution and amplification; to the economic costs and benefits; and to the 
users/consumers (who are also often producers and disseminators of the content 
concerned). There are different views about whether interventions should be 
informed by the technological configurations and their affordances under 
present corporate decision-makers, or the secondary uses of these services. This 
is evident, for example, in debates about regulating AI as a technology, where 
concerns are regularly expressed about the stifling of innovation, although 
innovation and regulation are also not incompatible as is also evident in the 
regulated medical and transportation industries.

Debates exist about the mix of actors and institutions. Governance at different 
levels may take the form of rules that are mandatory, and/or voluntary 
(solo-decided rules or industry self-regulatory accords). Combinations of the 
two are possible, with mandatory rules setting a frame for voluntary rules and 
operating mechanisms. There is self-evident benefit in a field as highly complex 
as this, of including multistakeholder participation (with substantive influence) 
within both official and solo/self-regulatory mechanisms of regulation. This 
helps to enhance accountability and public interest considerations, as well as 
taps insights and interests from a range of actors.

There is value in including voluntary measures at individual company level or 
operating within an industry group, as part of the bigger picture of arranging 
governance power. Such systems encourage going beyond “box ticking” 
compliance with official regulations, and they can further work effectively 
when regulatory steps lag new technical developments. Examples of voluntary 
steps (some of which have multi-stakeholder involvement) include the Global 
Internet Forum to Counter Terrorism. the Global Network Initiative and the 
WeProtect Global Alliance. There are also the AI Alliance, the Accord to Combat 
Deceptive Use of AI in 2024 Elections, the Coalition for Content Provenance 
and Authenticity, and various company mechanisms such as Meta’s Oversight 
Board and other companies’ safety advisory councils.

https://www.kictanet.or.ke/rethinking-ai-regulation-striking-the-balance-between-innovation-and-control/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4753107
https://gifct.org/
https://gifct.org/
https://globalnetworkinitiative.org/
https://www.weprotect.org
https://thealliance.ai
https://securityconference.org/en/aielectionsaccord/accord/
https://securityconference.org/en/aielectionsaccord/accord/
https://c2pa.org/
https://c2pa.org/
https://www.oversightboard.com/
https://www.oversightboard.com/
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Different existing regulators have legitimate interests related to their “turf” 
and varying remits. For example, there is mounting concern by election 
management bodies and stakeholders to hold digital actors accountable for 
related information environments. One example is the adoption of related 
principles and guidelines by the African Association of Electoral Authorities. At 
the same time, platform regulations during an election may well also implicate 
privacy and access to information regulators. As shown in various databases 
for 50 countries, as well as for Africa and Latin America, regulatory steps are 
piecemeal, and, with some exceptions, there is a dearth of mechanisms for 
co-ordinating the relevant regulatory and self-regulatory bodies in a jurisdiction 
(e.g. Audio-Visual, Consumer, Copyright, Print and Advertising bodies, etc.).  
On the other hand, it has been described as “low-hanging” fruit to bring 
together consumer-facing regulators to deal with AI-enhancements of 
behaviours that are already covered under existing rules.

Increasingly, digital governance entails variations and combinations of 
these elements, with great relevance to the governance that impacts on 
information integrity:

1. norms and regulations for risk-management;

2. regulations based on use cases;

3. the harnessing of existing laws (including regarding AI deployment and use); and

4. a “guidelines” approach (as distinct from law such as in the EU), as evident 
in the US, UK and Japan.

Output-base vs. use-case vs. rules-based vs. risk-based governance
One approach distinguishes between different AI governance approaches as 
to their focus on restricting particular outputs (e.g. facial recognition systems), 
versus that of risk-based and pre-emptive actions. Another involves regulations 
based on use cases. These are often post hoc and penalising in character. 
Use case regulations, in most cases, tend to respond to perceived immediate 
risks. Rules-based regulation often relates to outputs and uses, but it can also 
specify rules for risk-based regulation. The latter puts the onus on major actors 
to prepare for and mitigate potential threats. The EU’s AI Act is seen by some 
as combining several logics.

https://www.elections.org.za/content/Documents/Event-materials/2024-Principles-and-Guidelines-for-the-Use-of-the-Digital-and-Social-Media-in-Elections-in-Africa/Principles-and-Guidelines-for-the-use-of-Digital-and-Social-Media-in-Elections-in-Africa/
https://wilmap.stanford.edu/map
https://www.chr.up.ac.za/expression-information-and-digital-rights-projects/39-units/eidr/3229-the-disinformation-project
https://observatoriolegislativocele.com/
https://ico.org.uk/about-the-ico/what-we-do/digital-regulation-cooperation-forum/
https://www.brookings.edu/articles/the-three-challenges-of-ai-regulation/
https://www3.weforum.org/docs/WEF_Generative_AI_Governance_2024.pdf
https://www.linkedin.com/pulse/rules-based-vs-risk-regulation-ahmed-bishri/
https://www.linkedin.com/posts/martin-b-moeller_euaiact-airegulation-artificualintelligence-activity-7174316010076864513-ORj7/


Mapping the Information Integrity Debate and Informing the Agenda of the G2024

In the UK and EU, regulations ensure that service providers fulfil a duty of care. 
In the UK, platforms are given a duty to moderate content so that their services 
strive to be free of unlawful content. Platforms and Generative AI service 
providers in the case of China are expected to devise moderation standards 
and mechanisms and share them with regulators. Turkiye had a contested law 
on the Regulation of Internet Publications and Combating Crimes Committed 
through Such Publications (Law No. 5651). India has the 2021 Information 
Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules.

Within this composite patchwork, there are measures specific to digital 
communications such as restrictions on non-consensual sexual imagery and 
flashing images, and cybersecurity and procurement issues (such as in the US’s 
Executive Order on AI). Other digital controls that can impact content typically 
draw on existing or wider legal provisions such as on hate speech or intellectual 
property. In addition, specific groups are targeted. The protection of children 
is covered as a concern (including child sexual abuse materials) such as in the 
UK. China’s regulations on AI recommender systems include the protection 
of seniors in its AI regulations; the US Executive Order on AI includes people 
with disabilities.

Distinct from content regulation, behaviours and uses and requirements for 
consumer redress systems, are other foci for governance relevant to information 
integrity. These include penalties for producing and disseminating disinformation 
specifically for fraud or electoral interference.

Economic and environmental regulation
The issue of market structure and dominance, which affects information integrity 
matters, continues to attract focus. The exercise of establishing “thresholds” 
of risk, or company size, is related to challenges of market dominance (in data, 
advertising, attention, and content production) and corresponding regulatory 
burdens. Balances are struck in order to not disadvantage small players or 
deter innovation. Relevant to information access, competition regulation aimed 
at achieving lower connectivity costs from service providers is in evidence. 
Environmental issues around technology are increasingly recognised as part of 
the regulatory challenges, and steps here may raise the costs of Generative AI 
services and server farms, thereby impacting the information ecosystem. There 
are debates about ex ante regulation concerning the market power of large 
companies, with fears that as they become even bigger, the scale of current 
challenges to information integrity may increase.

https://www.legislation.gov.uk/ukpga/2023/50/enacted
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://kesikli.com/news-insight/2024-01-12-new-era-for-turkish-internet-law/
https://www.meity.gov.in/writereaddata/files/Information%20Technology%20%28Intermediary%20Guidelines%20and%20Digital%20Media%20Ethics%20Code%29%20Rules%2C%202021%20%28updated%2006.04.2023%29-.pdf
https://www.meity.gov.in/writereaddata/files/Information%20Technology%20%28Intermediary%20Guidelines%20and%20Digital%20Media%20Ethics%20Code%29%20Rules%2C%202021%20%28updated%2006.04.2023%29-.pdf
https://www.legislation.gov.uk/ukpga/2023/50/enacted/data.pdf
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.ofcom.org.uk/online-safety/protecting-children/how-the-online-safety-act-will-help-to-protect-children/
https://www.chinalawtranslate.com/en/algorithms/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.oecd.org/daf/competition/ex-ante-regulation-and-competition-in-digital-markets.htm
https://keenon.substack.com/p/episode-2009-keith-teare-on-why-big


Mapping the Information Integrity Debate and Informing the Agenda of the G20 25

The EU’s Digital Markets Act, effective from 2023, is a forerunner, having 
developed criteria to identify “gatekeepers” with significant market impact. 
Those designated must allow third-party inter-operability and data portability, 
and prevent unfair practices like favouring their own services in rankings. 
Non-compliance may result in fines of up to 10% of global annual turnover 
and even structural remedies like divesting parts of the business. The Act aims 
to benefit consumers, innovators and startups by promoting fair competition 
and consumer choice.

State and legal actions have also been evident across countries like Australia, 
Canada, Indonesia and South Africa to redress competitive imbalances between 
news media and digital companies, raising issues control of advertising 
exchanges of advertising exchanges and the gatekeeping terms of app stores, 
as well as news bargaining (as per below).

Intellectual property and the media
Contestations around compensation to news media for content contributing to 
digital services have raised debates about whether platform and AI regulation 
should include “must carry” and “must pay” provisions. Such controversy has 
a strong bearing on information as a public good in the wider ecology and the 
sustainability of news media as a “mission-critical” source of attributable and 
quality content. The intellectual property issue is also applicable where content 
is scraped for training AI systems and for developing Generative AI outputs, 
which draws from the content holdings of news media, platforms and websites.

Transparency
Transparency is a common focus of governance initiatives to audit processes 
or decision-making, yet it remains piecemeal in its interpretations, practices 
and legal requirements. The EU has the most elaborate regulations in this area. 
However, it is also the case that, on its own, transparency does not equate 
to actual change in policies or practices, although it is usually intended to 
stimulate better practice. There is a growing range of transparency measures, 
self-regulatory and mandatory. The complexity has been highlighted by the 
Integrity Institute, which outlines the data, including algorithmic and content 
data, needed to track harms, including in social media’s design and processing 
activities. Researcher and journalistic access to data, as an extension to 
transparency, is also an issue relevant across social media, search and AI services.

https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-markets-act-ensuring-fair-and-open-digital-markets_en
https://www.accc.gov.au/by-industry/digital-platforms-and-services/news-media-bargaining-code/news-media-bargaining-code
https://www.canada.ca/en/canadian-heritage/services/online-news.html
https://www.techinasia.com/indonesia-require-google-meta-compensate-news-publishers
https://www.compcom.co.za/media-and-digital-platforms-market-inquiry/
https://www.news18.com/tech/openai-might-have-used-millions-of-youtube-videos-to-train-its-ai-model-all-details-8843828.html
https://www.techpolicy.press/building-common-infrastructure-for-meaningful-tech-transparency/
about:blank
https://informationdemocracy.org/wp-content/uploads/2023/08/Report-on-Pluralism-Forum-on-ID.pdf
https://informationdemocracy.org/wp-content/uploads/2023/08/Report-on-Pluralism-Forum-on-ID.pdf
https://portal.meaningfultransparency.tech/
https://portal.meaningfultransparency.tech/
https://static1.squarespace.com/static/614cbb3258c5c87026497577/t/617834d31bcf2c5ac4c07494/1635267795944/Metrics+and+Transparency+-+Summary+(EXTERNAL).pdf
https://static1.squarespace.com/static/614cbb3258c5c87026497577/t/617834d31bcf2c5ac4c07494/1635267795944/Metrics+and+Transparency+-+Summary+(EXTERNAL).pdf
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Overview of regulatory 
impetus

There has been a surge in AI regulatory activity particularly in response to the 
release of Generative AI and apps such as Chat GPT. This has resulted in renewed 
calls for international coordination to ensure “regulatory interoperability” and 
to help avoid the phenomenon of “policy retrofitting”.

Illustrating the plethora of initiatives in the AI space, the OECD by early 2024 
provided a live repository of over 1000 AI measures from 69 jurisdictions. In the 
same period, the rapid development in AI policy was also evident in the launch 
of at least 18 AI legislation trackers. The observatory Digital Policy Alerts in 
March 2024 recorded 206 countries or territories involved in 229 laws, orders, 
standards, investigations and guidelines on AI under deliberation, and 195 as 
already having been adopted or implemented. These steps covered: bans on 
certain AI uses, mandated transparency reports and required risk assessments, 
and protections for the rights in regard to issues of hiring, targeted advertising 
or content recommendations. A total of 15 policy areas are identified by Digital 
Policy Alerts, ranging from content moderation, through to data governance, 
intellectual property and public procurement.

As is evident from this, such regulatory steps impact on many aspects of both 
AI services as well as those of social media and search. The following are policy 
threads detected by Digital Policy Alerts in March 2024 that are of (direct or 
indirect) relevance to online content governance and information integrity 
in digital space:

https://digitalpolicyalert.org/blog/regulatory-activity-around-ai
https://oecd.ai/en/dashboards/overview
https://www.ravitdotan.com/post/how-to-keep-track-of-ai-laws
https://digitalpolicyalert.org/threads/regulating-artificial-intelligence


Mapping the Information Integrity Debate and Informing the Agenda of the G20 27

Table 1. Mapping digital policy threads relevant to information integrity

Policies Number 
of jurisdictions1

International collaboration on AI governance 205 jurisdictions

Online content moderation provisions (including the multistakeholder 
process coordinated by UNESCO, which resulted in the Organization’s 
Guidelines for the governance of digital platforms)

204 jurisdictions  
since 2008

Protection of user speech rights (and unjustified removal of media content 
in the case of the provisions of the European Media Freedom Act  
(vis-a-vis platforms’ restrictions)

52 jurisdictions

Promotion of local online content 34 jurisdictions

Consumer protection in the digital economy 86 jurisdictions

The remuneration of online content 35 jurisdictions

Copyright issues in AI regulation 35 jurisdictions

The regulation of digital advertising 60 jurisdictions

Governing cookies 35 jurisdictions

Since governments work with non-binding guidelines as well as legal measures, 
it is also relevant to consider strategies, consultations, codes of practice, 
guidelines, and plans. According to the Digital Policy Alerts tracker, 571 
measures cover data governance, 129 content moderation, and 78 competition.

Amongst the official regulatory steps in recent times, are a number that 
do not respect international human rights law as shown by UNESCO 
research. Regulatory interventions in some 50 countries covering a range 
of information-linked issues also show a lack of alignment with UNESCO’s 
governance guidelines for digital platforms and/or its Recommendation on 
the ethics of AI – including the principle of institutionalising multistakeholder 
involvement, a principle which is strongly reaffirmed in the NETMundial+10 
and WSIS +20 statement. Other cases show laws being used directly against 

1. The designations employed and the presentation of material throughout this text do not imply the expression of any opinion whatsoever on the part of 
UNESCO concerning the legal status of any country, territory, jurisdiction, city or area or of its authorities, or concerning the delimitation of its frontiers or 
boundaries.

https://unesdoc.unesco.org/ark:/48223/pf0000387339
https://www.europarl.europa.eu/news/en/press-room/20240308IPR19014/media-freedom-act-a-new-bill-to-protect-eu-journalists-and-press-freedom
https://www.law-democracy.org/live/wp-content/uploads/2023/04/Report.Reg-of-Platforms.23-04-26.pdf
https://www.law-democracy.org/live/wp-content/uploads/2023/04/Report.Reg-of-Platforms.23-04-26.pdf
https://clfr.globalnetworkinitiative.org/
https://unesdoc.unesco.org/ark:/48223/pf0000387339
https://unesdoc.unesco.org/ark:/48223/pf0000385082.page=12
https://unesdoc.unesco.org/ark:/48223/pf0000385082.page=12
https://netmundial.br/netmundial-10-multistakeholder-statement-strengthening-internet-governance-and-digital-policy-processes
https://netmundial.br/netmundial-10-multistakeholder-statement-strengthening-internet-governance-and-digital-policy-processes
https://freedomhouse.org/report/freedom-net/2017/manipulating-social-media-undermine-democracy
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individual users for their postings, including cases where seemingly legitimate 
speech is prosecuted for politically partisan reasons. All this continues a pattern 
detected by the Global Network Initiative in 2020.

While relatively rare, there are some policies to improve the information 
ecosystem promoting by alternative, non-commercial and/or decentralised 
social networks, However, such initiatives are yet to be significantly seen 
in most countries, with one exception being the European Public Digital 
Infrastructure Fund. Another area of enabling governance is advancing mass-
scale media and information literacy, including support for citizens to critically 
evaluate their information sources. In the EU, Brazil and the UK, there are 
legal frameworks and or policies requiring the regulator or public entities to 
promote or take measures to develop media and information literacy, which 
in turn can incentivise platforms to elevate users’ empowerment as a priority 
and encourage transparency about the impact of such steps.

The EU has advanced data portability and pluralism by mandating that 
messaging services be able to talk to each other. However, there is a gap in 
international steps to build a “data commons” that could pool data and digital 
infrastructure from the public and private sectors.

Many of the current and emerging regulations seek to obligate multinational 
service providers to tailor their services to comply with national and regional 
laws. However, interpretation of these rules and their enforcement is a major 
challenge for many countries. Inhibiting this further is the fragmented landscape 
of regulation, even within regional blocs. It is also not a foregone conclusion 
that standards in larger jurisdictions will impact others. For example, social 
media platforms already operate different privacy standards within and outside 
the EU, showing limits to the touted “Brussels Effect”.

International actors in governance and information integrity
The G20 can position its actions and agreements within the wider landscape of 
governance developments. As elaborated in Appendix C, these include the UN 
system, with its range of norms and tools. Other international developments 
are occurring in the EU and the Council of Europe, the G7, the African Union, 
OECD, Brics, Mercosur and the Freedom Online Coalition. The G20 itself has 
AI principles and agreed statements of G20 digital economy ministers.

Also relevant are initiatives by private sector and by civil society actors, including 
several related to research and monitoring.

https://freedomhouse.org/report/freedom-net/2017/manipulating-social-media-undermine-democracy
https://globalnetworkinitiative.org/wp-content/uploads/2020/10/GNI-Content-Regulation-HR-Policy-Brief.pdf
https://newpublic.substack.com/p/beyond-regulation-building-europes
https://newpublic.substack.com/p/beyond-regulation-building-europes
https://openfuture.eu/publication/european-public-digital-infrastructure-fund/
https://openfuture.eu/publication/european-public-digital-infrastructure-fund/
https://digital-strategy.ec.europa.eu/en/news/commission-publishes-its-media-literacy-guidelines
https://www.gov.br/secom/pt-br/assuntos/noticias/2023/10/estrategia-brasileira-de-educacao-midiatica-apresenta-as-politicas-publicas-voltadas-para-a-populacao
https://www.onlinesafetyact.net/analysis/media-literacy-by-design-a-response-to-ofcom-s-consultation/
https://cerre.eu/publications/horizontal-and-vertical-interoperability-in-the-dma/
https://publications.iadb.org/en/fueling-digital-trade-mercosur-regulatory-roadmap
https://www.politico.eu/article/facebook-europe-privacy-data-protection-mark-zuckerberg-gdpr-general-data-protection-regulation-eu-european-union/
https://www.brusselseffect.com/
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Conclusion
There are both persistent and growing challenges to information integrity from 
digital services across social media, search and AI. The information ecosystem, in 
general, and information as a public good, in particular, are under unprecedented 
change and stress. The current configuration of largely privately provisioned 
digital public infrastructure is widely assessed as damaging social progress in 
ways that can invalidate many of the advantages. Hence, it is not unexpected 
that governance arrangements are being widely revisited. With the increasing 
concentration of ownership, patterns of market dominance disadvantaging new 
entrants and widening the gaps between the connected and the disconnected, 
concerns are mounting that the inequities can harm and/or hollow out digital 
transformations that favour of human rights and sustainable development.

New companies using Generative AI have become forces of production highly 
relevant to the information space while existing companies already dominant 
in content distribution and discovery (e.g. Google, Meta and TikTok) are also 
investing in this technology. Continued solo-regulation by some of the big 
tech companies in the production and dissemination of digital content cannot 
be guaranteed to address the scale of threats to information integrity – or 
optimise opportunities to advance this as a critical factor in the digital economy. 
Automated content production and targeted delivery will feed into social media 
and search, and exploit their known affordances and business models. As 
adversaries increasingly use these capacities as weapons, as is being recognised 
in the industry, the volume and velocity of content that damages information 
integrity will be exponential. The casualty will be an informed public and a 
hamstrung digital economy.

These scenarios point to considering solutions, as developed in the companion 
report to this brief. Worth mentioning here is whether to mandate tech 
companies to rigorously assess systemic risks and adapt their policies, budgets 
and practices accordingly. It is especially important to adjust digital content 
production, curation, moderation and recommendation systems. The companies 
could also be required to ensure that user safety and empowerment is at the 
centre of the design process. To the extent that monopolistic tendencies and 
attention economics business models, powered by data mining and exploitation, 
are problematic factors, these could also be addressed by policies creating 
different incentives.

https://blog.google/technology/ai/april-ai-update/
https://llama.meta.com/
https://www.theverge.com/2023/12/15/24003151/bytedance-china-openai-microsoft-competitor-llm
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/


Mapping the Information Integrity Debate and Informing the Agenda of the G2030

Accountability for the services of Generative AI, social media and search 
depends on the extent of transparency of the processes put in place to 
safeguard the integrity of information. This in turn is profoundly shaped by 
the legal regimes in which the companies operate.

Complementing action on these fronts, there is the issue of citizens’ meaningful 
access to the digital world and the information therein. As part of safeguarding 
people from known harms, there is scope to build digital capabilities and critical 
thinking skills. Informed and educated citizens who can exercise and defend 
their rights online are one of the bulwarks against the erosion of information 
integrity. But complementary efforts will also be needed to foster the supply 
and dissemination of information as a public good, as the other side of the 
coin. These endeavours implicate open government, freedom of information 
regimes and support to independent media, including public service and 
community media.

Without change to the package of causes behind the erosion of information 
integrity (as elaborated in Appendices A and B), the future scenario for 
people already online, and especially for those still coming online, could be 
bleak. For countless persons, the availability of information as a public good 
will increasingly be diminished in proportion to content that contaminates 
information integrity.

On the other hand, innovatively scaling up governance systems to be 
commensurate to the exponential challenges, could turn the current tide. In this, 
a viable trajectory is aligning with international trends and actors, and adhering 
to international human rights law, not least in regard to freedom of expression, 
information pluralism and personal privacy. Sustainable development and the 
digital economy require nothing less.
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Appendix A – 
Contemporary challenges 
to information integrity

 Ȱ Women (not least in politics and journalism) are amongst those who 
continue in 2024 to face enormous harassment online with the perpetrators 
largely acting with impunity. An industry has emerged offering services 
for synthetic non-consensual intimate imagery, and exploiting platforms’ 
systems in order to drive traffic to this content. Meanwhile, gender bias, 
as illustrated in a recent UNESCO study, characterises large language 
models. Certain groups suffer disproportional harms.

 Ȱ Research and the public spotlight have revealed severe harm to the 
mental health, safety and self-image of young people, boosted by AI. Tech 
companies have created a voluntary framework for transparency around 
child sexual exploitation and abuse, but this has not been sufficient to stave 
off critical scrutiny in a number of countries concerned with systemic harms 
such as addictive features targeting children. Harm to individuals such as 
fostering eating disorders or unchecked online-bullying continues, while 
violent extremists promote their cause to vulnerable individuals through 
content available across jurisdictions.

 Ȱ Further content problems online including racism, xenophobia and 
intolerance have been signalled by the UN Special Rapporteur on 
contemporary forms of racism. Racism in digital spaces was observed 
during Covid-19 in the context of South-South migration, and the problem 
has persisted. There are prominently acknowledged problems with online 
racial abuse and digital discrimination in facial recognition and Generative 
AI representations. Ambient digital racism has characterised Twitter (now 
X), while digital racism is also present on other platforms.

 Ȱ Climate change action is being delayed due to rampant disinformation 
that benefits platforms and influencers financially, but continues to 
damage societies and economies that are affected by extreme weather 
patterns. There are also concerns that AI systems (themselves hugely 
energy-intensive) will further pollute digital content. These have adverse 
consequences for the development of the digital economy.

https://graphika.com/reports/a-revealing-picture
https://graphika.com/reports/a-revealing-picture
https://unesdoc.unesco.org/ark:/48223/pf0000388971
https://www.atlanticcouncil.org/in-depth-research-reports/report/scaling-trust/
https://www.sciencedirect.com/science/article/pii/S2352250X22000288
https://counterhate.com/blog/7-ways-meta-is-harming-kids-findings-from-the-metas-internal-research/
https://www.washingtonpost.com/technology/2023/08/07/ai-eating-disorders-thinspo-anorexia-bulimia/
https://www.technologycoalition.org/knowledge-hub/trust-voluntary-framework-for-industry-transparency
https://www.technologycoalition.org/knowledge-hub/trust-voluntary-framework-for-industry-transparency
https://time.com/6590470/csam-ai-tech-ceos/
https://www.nytimes.com/2023/10/24/technology/states-lawsuit-children-instagram-facebook.html?smid=nytcore-ios-share&referringSource=articleShare
https://www.nytimes.com/2021/10/22/technology/social-media-eating-disorders.html
https://www.nytimes.com/2021/10/22/technology/social-media-eating-disorders.html
https://pubmed.ncbi.nlm.nih.gov/36822834/
https://www.theguardian.com/australia-news/2024/apr/23/elon-musk-anthony-albanese-x-twitter-australia-prime-minister-sydney-church-stabbing-videos-ntwnfb
https://www.ohchr.org/en/documents/thematic-reports/a78538-report-special-rapporteur-contemporary-forms-racism-racial
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9096011/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9096011/
https://www.ohchr.org/en/statements/2023/01/freedom-speech-not-freedom-spread-racial-hatred-social-media-un-experts
https://journals.sagepub.com/doi/full/10.1177/20563051221122441
https://www.researchgate.net/publication/358408896_Digital_Racism_A_New_Form_of_Racism_A_Threat_to_the_Integrity_of_the_Nation
https://gmail.us8.list-manage.com/track/click?u=42fbf413961fc8bc2584ac25f&id=737529d109&e=39fc0f2446
https://www.isdglobal.org/isd-publications/deny-deceive-delay-vol-2-exposing-new-trends-in-climate-mis-and-disinformation-at-cop27/
https://foe.org/wp-content/uploads/2024/03/AI_Climate_Disinfo_v6_031224.pdf
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 Ȱ Election integrity, which requires information integrity, is being harmed by 
social media platforms’ increased tolerance of disinformation, including 
that reflecting AI-generated content.

 Ȱ New trends show online content, not least that produced with Generative 
AI, being used extensively in online scams and fraud, and for sites 
featuring pirated news. There is also evidence of increased deployment 
of bots with additional questions about fake traffic from X (formerly 
Twitter) to advertisers’ sites. There have also been serious increases in 
data breaches that violate privacy. It is evident that faked online content 
damages wider social trust and enables non-transparent micro-targeting 
of electorally-pivotal groups. Synthetic content (such as “deep fakes”) 
has been tracked in numerous elections, armed conflict and war. A list 
by the Partnership on AI cites 14 potential harms from synthetic media. 
It is recognised that the creation and detection of manipulated media is 
adversarial, with continued adaptation by the various contenders.

 Ȱ A growing controversy concerns the intellectual property of both the 
content and raw data that feed not only the giant social media platforms 
but also the business of Generative AI. Chat-GPT lacks source attribution 
in its outputs, which implies that users should take the service purely on 
trust even though many factual errors have come to light. Its owner OpenAI 
has now begun to purchase content rights from several media houses in 
order to transparently access some verified data sets. The wider debate has 
seen prominent court cases, as well as stand-offs in the face of legislation 
intended to compensate news producers for content benefiting the search 
and social media companies. Meta is publicly downgrading news on its 
services, and it is reported that the company’s tactic against paying for 
news by banning such content in Canada has left the service there replete 
with misleading clickbait while smaller news media in that country, already 
struggling, have had a decline in referral traffic. However, in response to  
a fine by the French authorities, Google has said it will revise its method 
of calculating revenues generated by news on its services in that country, 
and offer an opt-out to news media not wishing to be scraped for AI 
training purposes. Meantime, news media continue to have to downsize or 
close, and their outputs are not recognised by the recommender systems 
of gatekeepers of digital distribution as meriting the visibility that would 
seem to befit a key element of information integrity.

https://www.undp.org/sites/g/files/zskgke326/files/2023-03/UNDP-TfD-Promoting-Information-integrity-in-Elections-Global-Reflections-from-Election-Stakeholders.pdf
https://www.nytimes.com/2024/01/09/technology/taylor-swift-le-creuset-ai-deepfake.html
https://theconversation.com/deepfakes-in-south-africa-protecting-your-image-online-is-the-key-to-fighting-them-223383
https://www.bnnbloomberg.ca/ai-chatbots-have-been-used-to-create-dozens-of-news-content-farms-1.1914317
https://papers.ssrn.com/sol3/Delivery.cfm/SSRN_ID4678265_code404914.pdf?abstractid=4678265&mirid=1&type=2
https://papers.ssrn.com/sol3/Delivery.cfm/SSRN_ID4678265_code404914.pdf?abstractid=4678265&mirid=1&type=2
https://mashable.com/article/x-twitter-elon-musk-bots-fake-traffic
https://mashable.com/article/x-twitter-elon-musk-bots-fake-traffic
https://www.weforum.org/agenda/2024/02/what-does-2024-have-in-store-for-the-world-of-cybersecurity/
https://www.weforum.org/agenda/2024/02/what-does-2024-have-in-store-for-the-world-of-cybersecurity/
https://www.bbc.com/news/technology-67703018
https://www.techpolicy.press/study-suggests-we-should-worry-about-political-microtargeting-powered-by-generative-ai/
https://www.bmz-digital.global/wp-content/uploads/2024/05/240521_Political-Microtargeting-Bericht-06.pdf
https://partnershiponai.org/glossary-for-synthetic-media-transparency-methods-part-1-indirect-disclosure/
https://partnershiponai.org/wp-content/uploads/2023/02/PAI_synthetic_media_framework.pdf
https://contentauthenticity.org/blog/february-2024-this-month-in-generative-ai-election-season
https://researchictafrica.net/wp/wp-content/uploads/2023/05/AI-Copyright-Policy-Brief_-1_Enabling-AI-Development.pdf
https://openai.com/blog/global-news-partnerships-le-monde-and-prisa-media
https://www.nytimes.com/2024/01/08/technology/openai-new-york-times-lawsuit.html
https://www.reuters.com/world/americas/canada-keep-pressure-facebook-pay-news-trudeau-says-2023-12-15/
https://medium.com/meta-australia-policy-blog/debunking-claims-about-news-content-on-metas-platforms-b7117945ac87
https://www.theguardian.com/technology/2024/mar/06/misleading-clickbait-is-prevalent-on-facebook-and-instagram-in-canada-after-metas-news-ban-could-it-happen-in-australia
https://www.socialmediatoday.com/news/new-report-shows-referral-traffic-facebook-x-continued-decline/695550/
https://www.nytimes.com/2024/03/20/business/france-google-fine.html
https://blog.google/intl/fr-fr/nouvelles-de-lentreprise/chez-google/accord-regler-differend-qui-dure-depuis-trop-longtemps/
https://informationdemocracy.org/wp-content/uploads/2023/08/Report-on-Pluralism-Forum-on-ID.pdf
https://informationdemocracy.org/wp-content/uploads/2023/08/Report-on-Pluralism-Forum-on-ID.pdf
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 Ȱ Search engine services are still dominated by Google to date despite 
criticism of the trends in the service such as pointing to low-quality AI 
content. AI-produced “junk news” content is showing up in Google 
searches, and there are “hallucinated” news articles being produced 
in response to queries put to ChatGPT. However, “search” as a digital 
functionality is now under competition from Generative AI “answer 
engines” such as Gemini, Meta-AI, Bing and Perplexity. Further, Google 
has also increasingly integrated answer-style features into its services 
(“People also ask..”) , a step that reduces click-throughs that benefit the 
economics of content producers and also diminishes user exposure to 
pluralistic sources. The company in addition has its own “answer” service 
(AI Overview), which is shown to inherently produce falsehoods based on 
low-quality data in its training, and is also reported to provide dangerous 
advice. The ability of the public to find knowledge through direct discovery 
of diverse, authoritative and transparent information sources is profoundly 
impacted by such developments.

 Ȱ As AI-generated content feeds the ecosystem, and is used as data in further 
AI operations, so the quality, authenticity and diversity of information results 
is predicted to deteriorate, akin to photocopies of photocopies. Alongside 
this, short-form video content consumption increasingly predominates over 
longer and less emotive kinds of content, displacing textual learning and 
adding complexities to research into informational content.

 Ȱ While AI-generated content may currently form a relatively small faction of 
factually contested content, it is proceeding at pace, and without effective 
detection. “Prompt engineering” by users is able to hack “guard rails” on 
mainstream services to produce non-consensual pornography. This was 
illustrated in the infamous case of Taylor Swift, where a Microsoft tool 
– using provenance technology – was manipulated to generate sexual 
imagery (which in turn would have been included in the data sets seemingly 
randomly scraped for training the system). The output was then also left 
online on X for more than 17 hours (during which time it attracted 75 million 
views). Researchers have cautioned that full safety features cannot be built 
into AI foundation models since risks exist particularly in the context of 
application. They suggest that spending on “red teaming” and “stress 
testing” should be more focused on early warning monitoring and response, 
as well as on increasing AI and data transparency. Meanwhile “cheap fakes” 
and “misleading edits” persist as a problem even without AI involvement.

https://doctorow.medium.com/google-reneged-on-the-monopolistic-bargain-f34ed76c52ef
https://medium.com/bouncin-and-behavin-blogs/ai-has-made-google-search-so-bad-people-are-moving-to-tiktok-reddit-6ac0b4801d2e
https://medium.com/bouncin-and-behavin-blogs/ai-has-made-google-search-so-bad-people-are-moving-to-tiktok-reddit-6ac0b4801d2e
https://www.techdirt.com/2024/01/22/ai-exposes-google-news-quality-control-issues-making-our-clickbait-plagiarism-and-propaganda-problem-worse/
https://www.theguardian.com/commentisfree/2023/apr/06/ai-chatgpt-guardian-technology-risks-fake-article
https://www.theguardian.com/commentisfree/2023/apr/06/ai-chatgpt-guardian-technology-risks-fake-article
https://www.wsj.com/tech/ai/news-publishers-see-googles-ai-search-tool-as-a-traffic-destroying-nightmare-52154074?mod=djemTECH
https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://edition.cnn.com/2024/05/15/media/google-gemini-ai-search-news-outlet-impact/index.html
https://www.washingtonpost.com/politics/2024/05/29/google-ai-overview-wrong-answers-unfixable/
https://www.wired.com/story/google-ai-overview-search-issues/
https://www.wired.com/story/google-ai-overview-search-issues/
https://arxiv.org/abs/2305.17493
https://arxiv.org/abs/2305.17493
https://www.sciencedirect.com/science/article/abs/pii/0004370284900407
https://www.lightbluetouchpaper.org/2023/06/06/will-gpt-models-choke-on-their-own-exhaust/
https://www.forbes.com/sites/forbescommunicationscouncil/2022/09/06/five-insights-into-the-popularity-of-short-form-video-content/
https://www.brookings.edu/articles/the-impact-of-generative-ai-in-a-global-election-year/
https://www.404media.co/ai-generated-taylor-swift-porn-twitter/
https://blogs.microsoft.com/on-the-issues/2024/02/13/generative-ai-content-abuse-online-safety/
https://www.aisnakeoil.com/
https://www.aisnakeoil.com/p/generative-ai-companies-must-publish
https://techglobalinstitute.com/wp-content/uploads/2023/11/Oversight-Board-Biden-Manipulated-Videos-Final-Draft.pdf
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Appendix B – Factors 
driving challenges to 
information integrity

Business model
 Ȱ Attention economics and data mining continue unabated by the largest 

platforms distributing content. The 2022 Declaration for the Future of 
the Internet, subscribed to by more than 60 jurisdictions including the 
EU, notes that “the once decentralized Internet economy has become 
highly concentrated and many people have legitimate concerns about their 
privacy and the quantity and security of personal data collected and stored 
online.” Alternative services, such as decentralised or non-profit networks, 
as well as news media enterprises, find it difficult to compete in these 
markets against the dominance of the giants. Meanwhile, research shows 
YouTube’s continued reliance on recommendations that drive users to more 
extreme content. TikTok is facing legal action for allegedly algorithmically 
driving depressive content that feeds suicides. The same business model 
that commodifies attention may also spread to Generative AI services 
with chat-bots becoming designed to maximise advertising and collecting 
data by hyping and/or delaying content results in order to optimise user 
“stickiness” on the platform. Google Search’s personalised “discover” 
function is already a service that confirms the company’s interest in keeping 
users on its site for longer, while its Gemini AI service (now prominent in its 
search interface) will run advertising. AI companies are beginning to pay a 
limited number of media houses for scraping their content, which has been 
described as an acceleration of the internet’s extraction phase. However, 
as more AI-generated content enters the ecosystem, and becomes in 
turn data for further AI-processing ad infinitum, questions arise about the 
sustainability and integrity of original content producers left outside of 
contracts with AI services, leading to a diminishment over time of online 
information diversity.

 Ȱ On the other hand, under EU legal pressure, Meta proposed an alternative 
model to advertising in offering users in that jurisdiction a subscription 
alternative for advert-free usage. However, the company did not disclose if 

https://www.un.org/sites/un2.un.org/files/attention_economy_feb.pdf
https://www.state.gov/wp-content/uploads/2022/04/Declaration-for-the-Future-for-the-Internet.pdf
https://www.state.gov/wp-content/uploads/2022/04/Declaration-for-the-Future-for-the-Internet.pdf
https://www.pnas.org/doi/10.1073/pnas.2213020120
https://www.bloomberg.com/news/features/2023-04-20/tiktok-effects-on-mental-health-in-focus-after-teen-suicide
https://www.bloomberg.com/news/features/2023-04-20/tiktok-effects-on-mental-health-in-focus-after-teen-suicide
https://www.platformer.news/google-io-ai-search-sundar-pichai/
https://www.platformer.news/google-io-ai-search-sundar-pichai/
https://www.yahoo.com/news/why-google-adding-ai-to-its-searches-is-a-really-big-deal-215944580.html
https://www.yahoo.com/news/why-google-adding-ai-to-its-searches-is-a-really-big-deal-215944580.html
https://www.platformer.news/ai-data-licensing-reddit-stack-overflow-protest-openai/
https://about.fb.com/news/2023/10/facebook-and-instagram-to-offer-subscription-for-no-ads-in-europe/#:~:text=Takeaways,that%20are%20relevant%20to%20them.
https://about.fb.com/news/2023/10/facebook-and-instagram-to-offer-subscription-for-no-ads-in-europe/#:~:text=Takeaways,that%20are%20relevant%20to%20them.
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it would still collect subscriber data for micro-targeting in attention-oriented 
content feeds and algorithmically-driven recommendations, and the EU 
has deemed the proposal insufficient. The company is also developing 
paid service functionalities on WhatsApp which does not run adverts. 
There is some limited progress in companies voluntarily offering users 
portability through data transfer architectures, meaning that reinforcing 
walled gardens (and “moats” in the arena of AI companies) remains a 
primary feature of business operations exploiting “network effects” in ways 
that inhibit competition. Data collection (along with data retention and use) 
by Generative AI companies generally remains opaque, possibly because 
disclosure might raise input costs if it stimulates payment demands from 
the original asset owners.

Automated advertising

 Ȱ Centralised and opaque advertising exchanges, dominated by the biggest 
search and social media platforms, continue to drive online advertising 
spend and placement, relying on third-party data about targeted persons 
which is obtained in part from tracking software (“cookies”). This problem 
has triggered inquiries against Google in the EU and the UK and anti-trust 
cases in the US. The ad-tech system also continues to channel revenues 
to AI-powered pirates, imposters and hate-filled sites and posts, as well 
as to AI-generated scam adverts. The same applies to online destinations 
promoting health and climate disinformation, while NGOs show that it 
is easy to get automated approval for adverts that blatantly contradict 
platform policy. The now-suspended process to phase out third-party 
cookies will reinforce the power of these data-driven dynamics. Meanwhile, 
Consumer Reports found that across a group of 709 Facebook users 
(with variations amongst each), a total of 186,892 companies (including 
data brokers, credit reports, Paypal and Amazon) were sending data to 
this particular social network. Privacy legislation seems stalled in many 
G20 countries, even though there are continued concerns around data 
harvesting, sharing and transfer. Information on political advertising is 
limited: for example, X’s advertising repository states: “X is a platform 
that enables global conversation, and we believe that transparency is a 
core part of who we are”, but the service only offers information on the 
EU. Google is slowly developing its disclosure and verification policies 
for electoral advertising, but by March 2024 covered under 20 countries. 

http://dtinit.org/
https://epic.org/wp-content/uploads/2023/05/EPIC-Generative-AI-White-Paper-May2023.pdf
https://ec.europa.eu/commission/presscorner/detail/it/ip_21_3143
https://searchengineland.com/google-cannot-proceed-third-party-cookie-deprecation-437212
https://edition.cnn.com/2024/02/05/tech/doj-antitrust-case-google-ad-trial-september/index.html
https://groundup.org.za/article/how-google-facebook-killing-local-news/
https://www.koaa.com/money/consumer/artificial-intelligence-technology-helping-fraudsters-create-fake-posts-and-websites
https://dig.watch/updates/hate-groups-use-ai-to-spread-antisemitic-disinformation
https://timesofindia.indiatimes.com/gadgets-news/youtube-deletes-1000-videos-of-celebrity-ads-heres-why/articleshow/107175285.cms
https://timesofindia.indiatimes.com/gadgets-news/youtube-deletes-1000-videos-of-celebrity-ads-heres-why/articleshow/107175285.cms
https://www.globalwitness.org/en/press-releases/facebook-youtube-and-tiktok-approve-publication-violent-xenophobic-hate-south-africa/
https://www.globalwitness.org/en/press-releases/facebook-youtube-and-tiktok-approve-publication-violent-xenophobic-hate-south-africa/
https://www.cnbc.com/2024/07/22/google-cancels-plans-to-kill-off-cookies-for-advertisers.html
https://gmail.us8.list-manage.com/track/click?u=42fbf413961fc8bc2584ac25f&id=60820bd88f&e=39fc0f2446
https://gmail.us8.list-manage.com/track/click?u=42fbf413961fc8bc2584ac25f&id=60820bd88f&e=39fc0f2446
https://www.consumerreports.org/electronics/privacy/each-facebook-user-is-monitored-by-thousands-of-companies-a5824207467/
https://www5.austlii.edu.au/au/journals/UNSWLRS/2023/50.pdf
https://www5.austlii.edu.au/au/journals/UNSWLRS/2023/50.pdf
https://ads.twitter.com/ads-repository
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Meanwhile, Ranking Digital Rights has found “virtually no transparency 
reporting from platforms about ad policy enforcement.

Manipulation

 Ȱ The abuse of platforms for disinformation and hate speech continues, 
including by geo-political actors, despite the UN Secretary General’s call for 
stakeholders to refrain from doing so. Co-ordinated information operations 
involving inauthentic identities and accounts are still regularly revealed by 
Meta, Google and TikTok, or exposed by journalistic investigations, but 
the actual scale is potentially much higher. Going further, covert “strategic 
communications” by various actors – including via paid “influencers” – 
continue to be enabled by the virality and targeting affordances of social 
media services. Disinformation-for-hire at cheap rates is increasingly 
an unregulated trans-border operation and boosted by AI technology. 
Although described as being still a minor phenomenon, the prospect 
is that AI can supercharge disinformation in terms of speed, scale, and 
personalization. The continuation of abuse, and scenarios for its increase, 
implicate current and future spending commitments by platforms in 
detecting and countering such violations of their terms of service and 
related policies.

Spending priorities

 Ȱ Reports continue to appear about failures in moderating content that 
violates the particular platform’s own standards. Benefiting from the absence 
of legally binding safety standards and metrics in most jurisdictions, major 
platforms have disinvested in staff working in content moderation known 
as “trust and safety teams”. AI companies like OpenAI, reported to be 
opaque even to its own board, have also attracted critical attention in this 
regard. Despite Meta claims that harnessing Large Language Models is 
improving the company’s ability to identify harmful content, their resort to 
AI is unable to provide appropriate contextual and linguistic judgement 
calls. Rushing AI-chat interfaces to market has resulted in services that 
spew out inaccurate content which can pose risks to people’s health. 
User complaints and appeals remain poorly serviced, if at all. In 2022, 
Meta’s “Oversight Board” received nearly 1.3 million requests from users 
to review the company’s content moderation decisions, but in the same 
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year only processed 12 cases (selected for their strategic and policy 
implications), with the inference that huge numbers of complaints remain 
unaddressed. In 2024, it was announced that the Board would retrench 
some of its employees.

Stakeholder knowledge deficits

 Ȱ The hype around Generative AI has taken focus away from the pressing 
policy need to improve governance of the primary vectors of content 
distribution – i.e. the social media platforms and search engine services. 
The volume of disinformation online clouds users’ horizons and obscures 
the way that both platforms and malicious actors make money from 
the circulation of this type of content. In terms of ensuring informed 
stakeholders – including legislators and regulators, platforms’ voluntary 
transparency policies are widely seen as insufficient, while in contrast 
corporate lobbying activity remains strong, not least in the EU.

 Ȱ At the level of citizen competencies, media and information literacy 
initiatives and evaluation studies thereof – already insufficient to the 
challenges before the rise of dominant platforms as well as the ascent 
of Generative AI – are facing even more complicated challenges. Public 
AI literacy is relatively underdeveloped. Despite industry proposals to 
watermark and label content produced with Generative AI, there are 
insufficient signals for consumers to know when this is the case. There 
is little public literacy about Recommender AI systems and their role in 
structuring online content feeds and advertising targeting. Awareness is 
constrained by the lack of prominent explanations and the absence of 
alternative algorithmic options for users. Data literacy lags in regard to 
awareness and skill about the dynamic way micro-targeted synthetic media 
is geared to exploiting people’s confirmation biases. Also lagging is public 
understanding of how Generative AI creates the potential for a destructive 
“liar’s dividend” whereby people can come to distrust the entire breadth 
of their information sources. However, platforms like Google have taken 
some steps in mobilising stakeholders against disinformation, supporting 
fact-checkers and offering a specialised service (albeit not prominent) 
for searching for fact-checked content. Meta offers users a facility called 
“Why am I seeing this ad?” but has also eased its tolerance of advertising 
falsehoods that can mislead users.
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Problems in policies and implementation

 Ȱ One report has found that in the year prior to November 2023, Meta, 
YouTube and X rolled back a total of 17 policies against hate speech 
and misinformation. Another report shows backsliding by platforms on 
their commitments to electoral integrity. Geographic insensitivities and 
unfairness, as well as unequal treatment of users in policy application, 
continue to be reported. There are currently few economic incentives, 
outside of compliance with regulations in the EU, for platforms to invest 
in trust and safety. Google, TikTok and Meta have signed up to voluntary 
principles for election integrity. But they have been assessed as failing 
in actual preparedness and as shying away from suggestions about  
practical co-operation. Highly unmoderated platforms like Telegram are 
exploited by small but active communities to share misleading information 
and worse. As X (formerly Twitter) has shed its trust and safety capacity, the 
European Union (EU) has found that disinformation is proportionately most 
present on that service. X’s owner uses the platform for partisan politics, 
cancelling out its potential as digital public infrastructure. 

 Ȱ Dominant individuals continue to have unfettered power to make corporate 
policy decisions, which are often arbitrary and override public interest 
considerations. These decisions range from specific users being allowed 
access or being expelled from their services, to applying/lifting “break 
glass measures” to protect elections. The include decisions about legal 
action against an NGO, changes to investment in content moderation 
and inadequate handling of user complaints. It is unclear which of X’s 
policies remain meaningful given the drastic reduction in personnel under 
its current owner. Recently, imposter hyperlinks on the service have been 
found to lead users to spam websites. The integrity of information has 
further deteriorated with a “verified” tick now available to anyone paying 
for it, including outlawed groups. This is further compounded by a related 
policy that amplifies content produced by such “verified” users.

 Ȱ It is also not at all clear how policies (where these exist) on the use of 
AI-generated content and advertising will be clarified, monitored, enforced 
and reported upon. A commitment by the biggest social media and AI 
companies to labelling AI won applause as a voluntary measure, but it 
also lacks independent auditing provisions. There are known limits to the 
technical ability to insert identifiers along the various stages of the digital 

https://www.freepress.net/sites/default/files/2023-12/free_press_report_big_tech_backslide.pdf
https://static1.squarespace.com/static/5b6df958f8370af3217d4178/t/65cfdd6c0b2733710e9e96b0/1708121452365/NYU+CBHR+Election+2024_Feb+16+UPDATED.pdf
https://www.context.news/ai/opinion/cheap-fakes-are-a-blind-spot-for-platforms-in-the-global-south
https://apnews.com/article/elections-artificial-intelligence-language-platforms-ed829171343812cbe55fab99615c77e5
https://www.theguardian.com/technology/2023/dec/19/tiktok-users-including-russell-brand-given-special-status-messages-show?mc_cid=7a82589341&mc_eid=196c62c775
https://www.atlanticcouncil.org/in-depth-research-reports/report/scaling-trust/
https://electionsandtech.org/election-integrity-guidelines-for-tech-companies/
https://accountabletech.org/research/democracy-by-design-social-medias-policy-scores/?cn-reloaded=1
https://commspolicy.africa/wp/wp-content/uploads/2024/09/ANNEXURE-B-Access-to-Information-and-Media-Policy-subcommittee-report-election-risks.pdf
https://www.tandfonline.com/doi/full/10.1080/19331681.2022.2076272
https://www.disinfo.eu/wp-content/uploads/2022/12/20221220_TD_Telegram.pdf
https://www.bbc.com/news/technology-66926080
https://www.washingtonpost.com/technology/2024/08/11/musk-x-feed-politics-trump/
https://www.penguinrandomhouse.co.za/book/broken-code-inside-facebook-and-fight-expose-its-toxic-secrets/9781911709039
https://www.penguinrandomhouse.co.za/book/broken-code-inside-facebook-and-fight-expose-its-toxic-secrets/9781911709039
https://counterhate.com/research/experts-sign-open-letter-to-stand-against-elon-musks-attempts-to-silence-independent-research-ccdh/
https://counterhate.com/research/experts-sign-open-letter-to-stand-against-elon-musks-attempts-to-silence-independent-research-ccdh/
https://dangerousspeech.org/joint-statement-on-the-disbanding-of-the-twitter-trust-and-safety-council/
https://www.isdglobal.org/digital_dispatches/plenty-oversight-little-execution-recent-oversight-board-rulings-reveal-that-meta-continuously-fails-its-users/
https://static1.squarespace.com/static/614cbb3258c5c87026497577/t/646e288938c652250ac8ce1f/1684940939541/%5BFinal%5D+Elections+Best+Practices+Guide+Part+1_2023-05-24.pdf#%5B%7B%22num%22%3A162%2C%22gen%22%3A0%7D%2C%7B%22name%22%3A%22XYZ%22%7D%2Cnull%2Cnull%2C0%5D
https://lifehacker.com/tech/its-not-safe-to-click-links-on-x
https://lifehacker.com/tech/its-not-safe-to-click-links-on-x
https://go.gale.com/ps/i.do?id=GALE%7CA746844400&sid=googleScholar&v=2.1&it=r&linkaccess=abs&issn=00289604&p=AONE&sw=w
https://go.gale.com/ps/i.do?id=GALE%7CA746844400&sid=googleScholar&v=2.1&it=r&linkaccess=abs&issn=00289604&p=AONE&sw=w
https://www.nytimes.com/2024/02/14/technology/terrorists-check-marks-x-report.html
https://foreignpolicy.com/2023/07/15/elon-musk-twitter-blue-checks-verification-disinformation-propaganda-russia-china-trust-safety/
https://www.washingtonpost.com/technology/2024/02/05/meta-oversight-board-deepfake-president-biden/
https://computing.mit.edu/wp-content/uploads/2023/11/AI-Policy_Labeling.pdf


Mapping the Information Integrity Debate and Informing the Agenda of the G20 39

communications chain, and to apply them beyond images (as Meta has 
committed to doing with visible and invisible markers) to text, audio and 
video. Even with photos these technical features can sometimes be stripped 
out (as Meta also acknowledges), or may lead to mislabelling. Several 
AI companies have been found to have discrepancies between public 
promises and execution in regard to electoral integrity, while experiments 
show that safeguards for electoral image generation are easily hacked.

Mapping shows a need for independent research

 Ȱ Social media platforms have come under criticism for lack of meaningful 
data and metrics, as to have Generative AI companies which are generally 
more opaque. Backward steps in transparency and researcher access have 
been recorded for TikTok, Meta and X. Data access possibilities for public 
interest researchers have particularly worsened at X, with EU authorities 
now investigating compliance with their compulsory access requirements. 
As a UNESCO report shows, YouTube and TikTok maintain limited API 
access for researchers in the EU and US, but not elsewhere. Meta provides 
access to some data sets (excluding WhatsApp meta-data), including to 
the Global South, via its content library and API. However, in this year of 
many elections, the company announced the shuttering of its Crowdtangle 
interface, a facility particularly used by journalists to understand Facebook 
behaviours. Meanwhile, the platforms sell access to their data holdings to 
clients, or to brokers who in turn on-sell access to third parties, at costs 
that exclude many academic researchers. The consequence of all this is to 
deprive external governance initiatives of important insight and evidence 
that could arise from independent study of platforms’ performance and 
the effectiveness of their mitigation measures.
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Appendix C – International 
landscape of digital 
governance actors

United Nations
Different UN entities are involved in digital governance, especially at the 
normative level.

The UN General Assembly passed a resolution in March 2024, highlighting 
the need to bridge the AI and other digital divides (including gender divides), 
build capacities and promote digital literacy, in the interests of safe, secure 
and trustworthy AI and the Sustainable Development Goals. It calls for human 
rights and fundamental freedoms to be respected, protected and promoted 
throughout AI systems’ life cycles. A further call is for “domestic regulatory and 
governance approaches and frameworks, in line with their respective national, 
and where applicable subnational, policies and priorities and obligations under 
international law, to support responsible and inclusive artificial intelligence 
innovation and investment for sustainable development…”. Additionally, it 
advocates for mechanisms of risk monitoring and management, and for securing 
data, as well as impact assessments as appropriate, across the life cycle of AI 
systems. Also encouraged are “internationally interoperable technical tools, 
standards or practices, including reliable content authentication and provenance 
mechanisms – such as watermarking or labelling, where technically feasible 
and appropriate, that enable users to identify information manipulation, 
distinguish or identify the origins of authentic digital content and artificial 
intelligence-generated or manipulated digital content – and increasing media 
and information literacy”.

The resolution further champions the need for safeguards to respect intellectual 
property rights while promoting innovation, and the protection of personal 
data. It promotes “transparency, predictability, reliability and understandability 
throughout the life cycle of artificial intelligence systems that make or support 
decisions impacting end-users, including providing notice and explanation, 
and promoting human oversight”. Linguistic and cultural diversity should be 
advanced within AI systems. Cross-border data flows are encouraged, as is “fair, 

https://documents.un.org/doc/undoc/ltd/n24/065/92/pdf/n2406592.pdf
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inclusive, responsible and effective data governance, improving data generation, 
accessibility and infrastructure, and the use of digital public goods”. Finally, 
the resolution advocates for “cohesive, effective, coordinated and inclusive 
engagement and participation of all communities, particularly from developing 
countries, in the inclusive governance of safe, secure and trustworthy artificial 
intelligence systems”.

A further resolution in July 2024 calls for international cooperation to address 
the AI digital divide. It focuses on the need to foster knowledge sharing 
and technology transfer in AI. The call is for “a fair, open, inclusive and non-
discriminatory business environment” for AI design and development. It 
further urges international cooperation for capacity building in developing 
countries in order to ensure inclusive development. Capacity building is 
elaborated as encompassing “policy exchanges, knowledge sharing activities 
and the transfer of technology on mutually agreed terms, technical assistance, 
lifelong learning, personnel training, skilling of workforce, international 
research cooperation, voluntary joint international research laboratories and 
artificial intelligence capacity – building centres”. The resolution highlights 
the importance of the “needs, policies and priorities of developing countries, 
with the aim of harnessing the benefits of artificial intelligence, minimizing its 
risks, and accelerating innovation and progress toward the achievement of 
all 17 Sustainable Development Goals”. Also referenced is open-source AI 
and digital public infrastructure, among other methods and business models; 
linguistic and cultural diversity, including in training data, and the importance 
of proactive measures to counteract racism, discrimination and other forms of 
algorithmic bias. Without specifically noting AI, although this is the theme of 
the resolution, the UN is recognised as “playing a central and coordinating 
role in international development cooperation”.

The Tech Envoy office of the UN Secretary General constituted an advisory panel 
that produced an interim report in December 2023 that highlights disparities 
in power around AI and proposes regulating in the public interest for data, 
models, benchmarks and applications. The report motivates for governance 
to serve as an enabler of AI for humanity and as a way to deal with risks and 
challenges, to be achieved through multistakeholder collaboration. Seven 
institutional functions for governance, to be covered by an institution or 
network of institutions, are highlighted. It notes further that: “At the global 
level, international organizations, governments, and private sector would bear 
primary responsibility for these functions. Civil society, including academia and 
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independent scientists, would play key roles in building evidence for policy, 
assessing impact, and holding key actors to account during implementation”. 
The report proposes a function of international norms established through a 
Global AI Governance Framework endorsed in a universal setting (UN), and 
global harmonization of safety, and risk management standards. In addition, it 
calls for a specialized AI knowledge and research function, akin to the model of 
the International Panel on Climate Change Complementing this is a proposal 
for a new mechanism (or mechanisms) to facilitate access to data, compute, 
and talent so as to upgrade value chains and provide access to independent 
academic researchers, social entrepreneurs, and civil society. In the view of the 
report, legally binding norms (for example around lethal autonomous weapons) 
could be complemented by nonbinding norms. Timelines are suggested for 
institutionalising the functions. Former UN Special Rapporteur for Freedom of 
Expression and Opinion, David Kaye, has queried whether the final report will 
be watered down by corporate AI interests. Debate around the UN’s role ranges 
from favouring limited options such as convening Global AI Safety Summits, 
to a more expanded one such as coordinating agreements on basic minimum 
standards for Member States.

UNESCO in 2023 finalised its “Guidelines for the governance of digital 
platforms: safeguarding freedom of expression and access to information 
through a multi-stakeholder approach”. It has since been working with networks 
of regulators and researchers to develop and assess implementation, and has 
catalysed a Global Forum of Regulators promoting digital regulation consistent 
with the Guidelines. UNESCO developed the Guidelines consultatively with input 
with input from 1540 stakeholders in more than 140 countries, who provided 
more than 10,000 comments to the process, and they set out principles for 
how social media could be governed to combat misinformation, disinformation, 
and hate speech. The five high-level principles in the UNESCO guidelines are:

 Ȱ platforms conduct due diligence on human rights;

 Ȱ platforms adhere to international human rights law, including in platform 
design and business models, content moderation and content curation;

 Ȱ platforms are transparent in their business practices, their technical design, 
and algorithm architecture;

 Ȱ platforms make information and digital tools available for users; and

 Ȱ platforms are accountable to relevant stakeholders
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UNESCO’s Recommendation on the ethics of AI is an agreed and adopted 
instrument for voluntary reporting by the organization’s Member States. It spells 
out principles that rest on four core values (human rights and dignity, peace 
and justice, diversity and inclusiveness, and environmental flourishing). The 
instrument is accompanied by a Readiness Assessment Methodology and an 
Ethical Impact Assessment process. UNESCO convened its second global forum 
on the ethics of AI in 2024, and eight tech companies committed to apply 
the UNESCO Recommendation. UNESCO is also very active in Media and 
Information Literacy, leading the UN’s Global MIL Week each year, developing 
resources and evaluation systems and building networks of stakeholders.

The UN Department of Global Communications has published a policy brief 
Information Integrity on Digital Platforms. It proposes a set of principles for 
Member states, digital platforms and other stakeholders covering transparency, 
trust and safety, data access, user empowerment, economic disincentives, and 
independent media. In June 2024, this was followed by Global Principles on 
Information Integrity – Recommendations for Multi-Stakeholder Action. The 
five principles are societal trust and resilience; independent, free and pluralistic 
media; transparency and research; public empowerment; and healthy incentives. 
The document encourages the formation of coalitions to advance these in 
practice, addressing recommendations to tech companies, AI actors, advertisers 
and other private sector actors, news media and fact-checkers, researchers and 
civil society organizations, states and political actors and the UN itself. It does 
not refer to governance and regulation.

UNDP has a programme to counter information contamination and in 2022 
created an Action Coalition on information integrity in elections. UNDP’s iVerify 
is a fact-checking tool that uses AI and machine learning to combat the spread 
of false narratives during election periods. Digital Kit 4 Dem is a suite of digital 
tools that support stakeholders in verifying information accuracy and this is 
deployed in over 15 countries. The eMonitor+ platform is a UNDP suite of 
digital tools designed to combat information pollution globally. The platform 
uses AI-driven tools to monitor and analyse online content and identify issues 
such as hate speech, misinformation, online violence against women, political 
polarization and electoral violations.

Meanwhile, the B-tech project of the Office of the High Commissioner for 
Human Rights (OHCHR) continues dialogues with platforms, including convening 
a summit on Generative AI in 2023.
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https://www.un.org/sites/un2.un.org/files/our-common-agenda-policy-brief-information-integrity-en.pdf
https://www.un.org/en/information-integrity/global-principles
https://www.un.org/en/information-integrity/global-principles
https://www.undp.org/policy-centre/oslo/publications/defending-information-integrity-actions-election-stakeholders
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https://www.ohchr.org/sites/default/files/documents/issues/business/b-tech/2023-11-30-post-event-summary-un-b-tech-generative-ai-summit.pdf
https://www.ohchr.org/sites/default/files/documents/issues/business/b-tech/2023-11-30-post-event-summary-un-b-tech-generative-ai-summit.pdf
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UN’s Member States are engaged in negotiations for the UN’s Global Digital 
Compact (GDC) to be adopted as an Annex to the “Pact for the Future” by 
UN Member States (including those in the G20) at the Summit of the Future in 
September 2024. Other UN-related debates include the future of processes 
such as that of the ITU and many other UN agencies which continue to convene 
annual multistakeholder fora of the World Summit on the Information Society 
(WSIS). These follow action lines agreed in 2005 with attention to digital divides, 
capacity building and ethics. In 2025, The UN will host a high-level meeting 
in 2025 to review progress made over 20 years. Another process is the annual 
Internet Governance Forum, an output of WSIS, which continues to convene 
discussions and debates on contemporary topics.

Regional and multilateral processes
In 2022, the EU adopted the European Declaration on Digital Rights and 
Principles for the Digital Decade, to inform policies, budgets and programmes 
over the subsequent decade. The jurisdiction operates the Digital Markets Act, 
which has been assessed as having potential major impact on the gatekeeping 
of data, ranking systems, transparency, access and fairness.

The EU has also begun implementing the Digital Services Act (DSA), and has 
also adopted the AI Act (to be implemented in two years), each of which 
provides for stiff fines for violations. With the DSA applicable in 2024, the 
issue arises about voluntary compliance with the EU’s 2022 code of practice on 
disinformation, given X-corp’s withdrawal from this mechanism after receiving 
criticism for submitting an incomplete report. (This particular company has 
also not responded to requests by electoral and competition authorities for 
dialogue, suggesting a lack of appetite for voluntary co-operation). The DSA 
obliges designated platforms to publish biannual transparency reports including 
information about human resources dedicated to content moderation in each of 
the EU member states. The EU has launched proceedings to assess whether X 
breached the DSA in areas linked to risk management, content moderation, dark 
patterns, advertising transparency and data access for researchers. This arises 
from scrutiny of X’s risk assessment report submitted in 2023, the company’s 
2023 Transparency report and its replies to a formal request for information. The 
code of practice is expected to become a compulsory code of conduct under 
the Digital Service Act, stimulating researchers to propose indicators and metrics 
for assessing compliance. The EU has also asked Facebook, Google Search, 
Instagram, Snapchat, TikTok, YouTube, and X about how they will mitigate 
risks linked to Generative AI on their services, such as viral dissemination of 
deepfakes and automated manipulation that misleads voters.

https://indonesia.un.org/en/238874-our-common-agenda-policy-brief-5-global-digital-compact
https://indonesia.un.org/en/238874-our-common-agenda-policy-brief-5-global-digital-compact
https://www.itu.int/net4/wsis/forum/2024/en
https://www.itu.int/dms_pub/itu-s/md/23/cwgwsis39/inf/S23-CWGWSIS39-INF-0003!!PDF-E.pdf
https://ec.europa.eu/newsroom/dae/redirection/document/94370
https://ec.europa.eu/newsroom/dae/redirection/document/94370
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-markets-act-ensuring-fair-and-open-digital-markets_en
https://arxiv.org/ftp/arxiv/papers/2212/2212.04997.pdf
https://ec.europa.eu/commission/presscorner/detail/en/ip_23_6473
https://portal.meaningfultransparency.tech/output/twitters-retreat-from-the-code-of-practice-on-disinformation-raises-a-crucial-question-are-dsa-codes-of-conduct-really-voluntary/
https://www.politico.eu/article/elon-musk-twitter-fails-eu-first-disinformation-test-digital-services-act/
https://www.news24.com/news24/politics/government/meta-tiktok-google-agree-to-help-iec-combat-election-disinformation-20230705
https://www.dailymaverick.co.za/article/2024-03-04-competition-commission-calls-out-x-twitter-for-refusal-to-participate-in-media-and-digital-platforms-inquiry/
https://www.rpms.sk/en/dsa-transparency-reports-briefing
https://ec.europa.eu/commission/presscorner/detail/en/ip_23_6709
https://transparency.twitter.com/dsa-transparency-report.html
https://ec.europa.eu/commission/presscorner/detail/en/ip_23_4953
https://edmo.eu/wp-content/uploads/2024/03/SIs_-2nd-EDMO-report.pdf
https://digital-strategy.ec.europa.eu/en/news/commission-sends-requests-information-generative-ai-risks-6-very-large-online-platforms-and-2-very
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Many observers have recognised the value of the DSA in putting the onus 
on the social media platforms to demonstrate they are actually doing due 
diligence about problems on their services, and in the setting of standards for 
how they report planned and actual mitigations. Independent monitoring is 
needed to verify and assess the companies’ claims, which requires – amongst 
other things – data access. Extensive transparency is needed in order to see if 
indeed companies are complying with their own commitments and the wider 
legal regime under which they operate.

The EU-U.S. Trade and Technology Council (TTC) has adopted a shared 
commitment to advance data access for researchers. During the 6th Ministerial 
Meeting of the TTC in April 2024 , Working Group 5 released the Status Report: 
Mechanisms for Researcher Access to Online Platform Data.

The EU’s AI act designates certain AI use in elections as “high risk” and therefore 
as requiring companies to apply additional controls and scrutiny, plus clear and 
conspicuous disclosure for deepfakes. (The Act envisages tiers of risks – from 
unacceptable (e.g. social scoring), through to high (e.g. critical infrastructure, 
and for which there could be risk management systems and post-market 
monitoring systems), limited (requiring only transparency) and minimal (which is 
left to industry self-regulation). The EU has also convened a public consultation 
to seek views on draft DSA guidelines on the integrity of election processes.

The EU approach also covers additional transparency requirements for general 
purpose AI systems such as foundation models, which are expected to comply 
with EU copyright law, and to publish details of the content used in training.

A total of 40 collaborations between countries seeking a shared framework 
for AI governance have been recorded, mostly in regard to the Council of 
Europe. Here, 46 member states, plus 10 others, developed a treaty on AI, 
the Artificial Intelligence, Human Rights, Democracy and the Rule of Law 
Framework Convention, in March 2024. This entailed debate and compromise 
about application to the private sector, which resulted in provisions whereby 
signatory states may use voluntary measures rather than regulation, prompting 
criticism that this outcome makes the treaty more akin a declaration. However, 
the Convention does represent the first international treaty on AI that is 
legally binding. It establishes a standard for future work and it reflects shared 
values and principles to ensure AI use that respects human rights, the rule of 
law and democracy.

The Ibero-American Charter of Principles and Rights in Digital Environments 
was adopted in 2023 by 22 countries. It urges that individuals’ rights such as 

https://ec.europa.eu/commission/presscorner/detail/en/statement_24_1828
https://ec.europa.eu/commission/presscorner/detail/en/statement_24_1828
https://digital-strategy.ec.europa.eu/en/library/status-report-mechanisms-researcher-access-online-platform-data
https://digital-strategy.ec.europa.eu/en/library/status-report-mechanisms-researcher-access-online-platform-data
https://social.network.europa.eu/@EU_Commission/111896147723432805
https://ec.europa.eu/newsroom/dae/redirection/document/102290
https://digitalpolicyalert.org/threads/International-collaboration-on-AI-governance
https://rm.coe.int/1680afae3c
https://rm.coe.int/1680afae3c
https://www.linkedin.com/posts/luca-bertuzzi-186729130_the-final-plenary-meeting-of-the-council-activity-7173326110280114177-U6Ih/
https://www.linkedin.com/posts/luca-bertuzzi-186729130_yesterday-evening-an-agreement-was-found-activity-7174339619637862400-GXy0/
https://www.segib.org/wp-content/uploads/Carta-Iberoamericana-de-Principios-y-Derechos-en-los-Entornos-Digitales_Es.pdf


Mapping the Information Integrity Debate and Informing the Agenda of the G2046

privacy must be protected in digital environments, and it calls for attention to 
youth, inclusion and connectivity. Further, it proposes that digital environments 
should be an inclusive, open and disinformation-free space.

The G20 AI principles of 2019, informed by the OECD Recommendation, were 
reaffirmed in the G20 Ministerial Statement on Trade and Digital Economy and 
the G20 Osaka Leaders’ Declaration. Research that compares data governance 
systems and cross-border data flows between the G20’s member countries 
shows heterogeneity in data processing, data flows including localisation and 
transfers, and sanctions regimes.

The G20 New Delhi Leaders’ Declaration in September 2023 reaffirmed 
commitment to G20’s 2019 AI Principles, and pledged a “pro-innovation 
regulatory/governance approach that maximizes the benefits and takes into 
account the risks associated with the use of AI”. It encouraged “voluntary 
efforts to make digital public infrastructure interoperable” and recognised 
“the importance of data free flow with trust and cross-border data flows 
while respecting applicable legal frameworks”. The G20’s digital economy 
ministers in 2023 acknowledged the challenges of digital divides, including 
gender divides, and underlined the value of capacity building and digital public 
infrastructure. They also welcomed non-binding G20 High-Level Principles to 
Support Businesses in Building Safety, Security, Resilience, and Trust in the 
Digital Economy.

In May 2023, G7 leaders published a report on the Hiroshima Process on 
Generative AI aimed at fostering shared policy priorities and proposing a 
voluntary code for AI developers. It urged “appropriate data input measures and 
protections for personal data and intellectual property”. The previous month, 
G7 Digital and Tech Ministers urged risk-based AI regulation. Recognising 
positions from earlier G20 and G7 meetings, they also called for Data Free 
Flow with Trust (DFFT) and to build convergence between existing regulatory 
approaches and instruments to that end. They further upheld practices such 
as stopping monetisation of disinformation content, and strengthening the 
accountability of digital platforms, plus encouraging platforms to allocate 
adequate resources which reflect language and cultural diversity for countering 
information manipulation and interference.

In 2023, the G7 adopted ‘International Guiding Principles for Organizations 
Developing Advanced AI Systems’. These promote a risk-based approach, 
and a commitment to transparency and security throughout the AI lifecycle. 
The Hiroshima AI Process Friends Group comprising 52 countries and the EU 
expands the outreach of Hiroshima AI Process.

https://www.mofa.go.jp/files/000486596.pdf
https://www.mofa.go.jp/policy/economy/g20_summit/osaka19/en/documents/final_g20_osaka_leaders_declaration.html
https://digitalpolicyalert.org/report/fragmentation-risk-in-g20-data-governance-regulation
https://unctad.org/system/files/official-document/dtlecdc2023d1_en.pdf
https://g7g20-documents.org/fileadmin/G7G20_documents/2023/G20/India/Leaders/1%20Leaders'%20Language/G20_New%20Delhi%20Leaders%20Declaration_09092023.pdf
https://g7g20-documents.org/fileadmin/G7G20_documents/2023/G20/India/Sherpa-Track/Digital%20Economy%20Ministers/1%20Ministers'%20Language/G20_Digital%20Economy%20Ministers%20Meeting_Outcome_Document_and_Chair_Summary_19082023.pdf
https://g7g20-documents.org/fileadmin/G7G20_documents/2023/G20/India/Sherpa-Track/Digital%20Economy%20Ministers/1%20Ministers'%20Language/G20_Digital%20Economy%20Ministers%20Meeting_Outcome_Document_and_Chair_Summary_19082023.pdf
https://g7g20-documents.org/fileadmin/G7G20_documents/2023/G20/India/Sherpa-Track/Digital%20Economy%20Ministers/2%20Ministers%27%20Annex/G20_Digital%20Economy%20Ministers%20Meeting_Annex2_19082023.pdf
https://g7g20-documents.org/fileadmin/G7G20_documents/2023/G20/India/Sherpa-Track/Digital%20Economy%20Ministers/2%20Ministers%27%20Annex/G20_Digital%20Economy%20Ministers%20Meeting_Annex2_19082023.pdf
https://g7g20-documents.org/fileadmin/G7G20_documents/2023/G20/India/Sherpa-Track/Digital%20Economy%20Ministers/2%20Ministers%27%20Annex/G20_Digital%20Economy%20Ministers%20Meeting_Annex2_19082023.pdf
https://digital-strategy.ec.europa.eu/en/library/g7-leaders-statement-hiroshima-ai-process
https://g7g20-documents.org/database/document/2023-g7-japan-ministerial-meetings-ict-ministers-ministers-language-ministerial-declaration-the-g7-digital-and-tech-ministers-meeting
https://www.reuters.com/markets/europe/g7-should-adopt-risk-based-ai-regulation-ministers-say-2023-04-30/
https://www.mofa.go.jp/files/100573471.pdf
https://www.mofa.go.jp/files/100573471.pdf
https://www.soumu.go.jp/hiroshimaaiprocess/en/supporters.html
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The G77 and China in 2024 adopted an Outcome Document of the Third 
South Summit urging reduction of all digital divides, and inequalities in data 
generation, infrastructure and accessibility. It states that “dealing with data and 
associated opportunities and challenges, will require a global response, with 
the equal participation of all countries, and stresses the need to strengthen 
international cooperation, and pursue greater harmonization in this regard.”

The African Union’s white paper on AI focusses on developing skills, infrastructure 
and data, creating an enabling economic climate, and a conducive climate for 
its deployment, and does not deal with content issues. The African Union 
has created a High-Level Panel on Emerging Technologies (APET), while the 
Association of Southeast Asian Nations (ASEAN) is active as well.

The Organisation for Economic Co-operation and Development has created 
OECD.AI to survey interoperability between national governance frameworks. It 
has also produced a report for the G7 Hiroshima process on the opportunities of 
Generative AI (e.g. productivity gains, innovation) and risks (e.g. disinformation/
manipulation; potential intellectual property rights infringement, threats to 
privacy). It recommended that the G7 could help provide tools for safety, quality 
control and capacity and trust building, as well as voluntary codes of conduct. 
Besides the already mentioned ‘Facts not Fakes’ report on information integrity, 
OECD has also published its principles for AI, its work on children online, as 
well as the 2023 policy considerations for Generative AI which identify policy 
issues of mis- and disinformation, bias and discrimination, and intellectual 
property rights.

The Brics countries show both convergence and divergence between their 
members’ approaches to content governance (Brazil, Russia, India, China, and 
South Africa). Commonalities include stress on “digital sovereignty” and low 
to mixed independence of content regulatory mechanisms.

In December 2023, the Presidents of Mercosur agreed on a Declaration about 
information integrity and democracy in the digital environment.

The 39 Member States Freedom Online Coalition in March 2024 called on 
platforms to respect human rights, prioritise reliable and plural information 
on their services, and provide “more transparency and access to data in order 
to better understand how misinformation and disinformation is polluting the 
information ecosystem”. It further urged states to promote information integrity 
online, and also to ensure that regulation of AI-generated disinformation should 
refrain from stifling freedom of expression.

https://www.g77.org/doc/3southsummit_outcome.htm
https://www.g77.org/doc/3southsummit_outcome.htm
https://www.nepad.org/blog/taking-continental-leap-towards-technologically-empowered-africa-auda-nepad-ai-dialogue
https://www.nepad.org/microsite/african-union-high-level-panel-emerging-technologies-apet
https://asean.org/asean-initiates-regional-discussion-on-generative-ai-policy/
http://oecd.ai
http://oecd.ai
https://doi.org/10.1787/bf3c0c60-en
https://oecd.ai/en/ai-principles
https://www.oecd.org/digital/children-digital-environment/
https://www.oecd-ilibrary.org/docserver/fae2d1e6-en.pdf?expires=1711031704&id=id&accname=guest&checksum=5D320135B2AEBDF052D196BDF69BE1B0
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4424913
https://cyberbrics.info/map-online-content-normative-frameworks-in-the-brics/
https://moderndiplomacy.eu/2024/02/14/brics-agenda-for-digital-sovereignty/
https://www.mercosur.int/pt-br/declaracao-especial-dos-presidentes-do-mercosul-sobre-democracia-e-integridade-da-informacao-em-ambientes-digitais/
https://freedomonlinecoalition.com/joint-statement-on-information-integrity-online-and-elections/
https://freedomonlinecoalition.com/joint-statement-on-information-integrity-online-and-elections/
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In 2023, a Global Declaration on Information Integrity Online was adopted 
by 34 states. This calls on signatories to abstain from and condemn state-led 
disinformation campaigns, and avoid stifling freedom of expression under the 
guise of countering disinformation.

A follow up summit was held in Seoul in 2024, producing a declaration and 
ministerial statement on advancing AI safety, innovation and inclusivity.

A total of 38 participant countries at the 2023 UK AI Safety Summit signed the 
Bletchley Declaration in favour of developing a shared understanding of AI 
opportunities and risks.

A network is emerging of regulators dealing with online trust and safety, with 
a Global Forum created in June 2024. This will meet regularly along with civil 
society to co-ordinate efforts for platform governance.

Twelve countries have constituted the Global Partnership for Action on 
Gender-Based Online Harassment and Abuse. It aims for evidence-informed 
action to prevent, disrupt, and reduce the spread of targeted online campaigns 
against women political and public figures and human rights defenders.

Private sector and civil society initiatives relevant to information  
integrity
Complementing governance developments by authorities, are a number of 
private initiatives around a limited number of issues. The Partnership on AI 
brings together industry, civil society and academia, participates in global 
governance discussions and outputs recommendations on topics like 
transparency. Gaps include environmental considerations, and metrics for impact 
and implementation. A number of broad voluntary commitments concerning 
AI risks have been made to the US government by large players.

The Coalition for Content Provenance and Authenticity (C2PA), involving several 
large tech companies is developing a technical standard for verifying and 
securing the “origins, circulation, and trajectory of digital media”. In parallel, 
20 companies have signed “A Tech Accord to Combat Deceptive Use of AI 
in 2024 Elections” about approaching electoral risks of producing deceptive 
content at the level of AI platforms or foundational models, and at the level of 
distribution on social or publishing platforms. The response covers provenance 
labelling, detection using AI and creating public pathways for reporting, as 
well as action and engagement with civil society and academics. The accord 
also commits to support AI literacy. On the other hand, the initiative does not 
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https://partnershiponai.org/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/
https://c2pa.org/
https://www.aielectionsaccord.com/
https://www.aielectionsaccord.com/
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provide for standards for “red-team” testing to model adversarial threats, nor 
for independent mechanisms to hold the signatories accountable and for the 
setting of metrics for evaluating performance. Also, not party to the accord are 
smaller companies documented as offering synthetic media services that are 
used for disinformation. A “Frontier Model Forum” of key tech actors provides 
for cross-company research and discussion on AI safety.

A gap in all this is commitment by platforms to positively promote information 
and trusted sources as a public good. They also have a way to go to 
demonstrate in practice their substantive and elaborated commitment to 
defend information integrity. A number of civil society initiatives have proposed 
criteria for companies to identify trusted news sources, but there is no evidence 
that this has stimulated companies to enhance visibility of related content on 
their platforms.

At the level of norms and tools from and for private actors, the World Economic 
Forum has launched the AI Governance Alliance which calls for “responsible 
AI leadership”. It has produced papers covering AI safety across the data and 
foundation model stages of the AI lifecycle, and the governance of Generative 
AI. The latter deals with prioritization of harms and risks, and how governance 
can operate on a spectrum of open-to-closed access. It argues that “Equitable 
access and inclusion of the Global South in all stages of AI development, 
deployment and governance is critical for innovation and for realizing the 
technology’s socioeconomic benefits and mitigating harms globally”. It 
distinguishes between different AI governance approaches as to their focus 
on being risk-based (example, the EU), rules based (example, China), principles-
based (e.g. Canada voluntary code of conduct), and outcomes-based (Japan).

There are aspirations to develop an international monitoring mechanism on the 
information environment akin to the International Panel on Climate Change. The 
Forum on Information and Democracy with endorsements from 50 countries has 
an Observatory, while the International Panel on the Information Environment 
is also active. Another initiative in this space is the UNESCO supported  
I4T Global Knowledge Network of 35 research centres from around the world.

An expert Digital Governance Discussion Group has been constituted to 
deliberate on scenarios, including from the global South, into the UN digital 
governance processes underway. Also on the civil society side, there has been 
a noted rise in professionalization (in tandem with increased outsourcing) of 
trust and safety work on various digital platforms, and this is now unfolding 
in AI companies.

https://www.nytimes.com/2023/02/07/technology/artificial-intelligence-training-deepfake.html
https://www.frontiermodelforum.org/
https://www.cima.ned.org/wp-content/uploads/2023/09/CIMA-Digital-Trust-Initiative_web_150ppi.pdf
https://initiatives.weforum.org/ai-governance-alliance/home
https://www3.weforum.org/docs/WEF_Presidio_AI%20Framework_2024.pdf
https://www3.weforum.org/docs/WEF_Generative_AI_Governance_2024.pdf
https://www3.weforum.org/docs/WEF_Generative_AI_Governance_2024.pdf
https://informationdemocracy.org/mission/
https://www.ipie.info/
https://www.unesco.org/en/internet-trust/i4t-knowledge-networks
https://dgdg.blog/
https://duco-public-static-assets.s3.amazonaws.com/Duco+TnS+MRR-+FINAL.pdf
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